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Introduction

Overview

Congratulations on your purchase of a IBM solid-state storage device. This guide explains how to install, troubleshoot,
and maintain the software for your IBM High IOPS Adapters.

NOTE Throughout this manual, when you see a reference to an IBM High IOPS Adapter, you may substitute
your particular device(s), such as an IBM High IOPS Adapter or each of the two IBM High IOPS Adapters
of an IBM High IOPS Duo Adapter.

Attention Products with Multiple Devices: Some products, such as IBM High IOPS Duo Adapters, are actually
comprised of multiple IBM High IOPS Adapters. If your product consists of multiple IBM High IOPS
Adapters, you will manage each IBM High IOPS Adapter as an independent device.

For example, if you have an IBM High IOPS Duo Adaptet, you can independently attach, detach, and/or
format each of the two IBM High IOPS Adapters. Each of the two devices will be presented as an
individual device to your system.

About ioMemory Devices

Designed around a revolutionary silicon-based storage architecture, IBM High IOPS Adapters are the world's most
advanced NAND flash storage devices, with performance comparable to DRAM and storage capacity on par with
today's hard disks — giving you the power to improve storage performance by orders of magnitude. IBM High IOPS
Adapters allow every computer to exceed the I/O performance of an enterprise SAN.

IBM High IOPS Adapters are data accelerators designed specifically to improve the bandwidth for I/O-bound
applications. They are no-compromise solutions for the toughest computational challenges faced by data centers today,
putting them in a league of their own.

About the ioMemory Virtual Storage Layer (VSL)

Morte than just a hardware driver, the ioMemory® Virtual Storage Layer™ (VSL) is the "secret sauce” that gives IBM
High IOPS Adapters their amazing performance. The VSL™ is a hybrid of the RAM virtualization subsystem and the
disk I/O subsystem, combining the best of both wotlds. It appears like a disk to interface well with block-based
applications and software. At the same time, it runs like RAM underneath to maximize performance. This provides the
following game-changing benefits:

IBM ioMemory VSL 2.3.10 User Guide for Linux




-

Il
il
i

o]
| ]
]

]
i
J

® Performance: The ioMemory VSL offers direct and parallel access to multiple CPU cores, enabling near-linear
performance scaling, consistent performance across different read/write workloads, and low latency with

minimal interrupts and context switching

® Extensibility: The ioMemory VSL enables flash-optimized software development, making each ioMemory
module a flexible building block for building a flash-optimized data center.

About Flashback Protection Technology

High IOPS memory devices have a finite life span of writes operations. Over the life of the product, NAND flash will
eventually wear out as part of it's normal life cycle. To extend the life of the adapter, Flashback™ redundancy is
designed to mitigate the loss of failed memory location without interrupting normal operation.

This real-time NAND flash redundancy works at the chip-level so these losses are handled without sacrificing user
capacity, performance, and provides additional protection above and beyond ECC (Error Correction Code) for soft

failures.

IBM's Flashback Protection™ technology, with self-healing properties, ensures higher performance, minimal failure,
and longer endurance than all other flash solutions.
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System Requirements

Please read the IBM zoMemory 1VSL Release Notes for more information on this release.

Hardware Requirements

® Hardware Requirements: These depend on your device (including device capacity, generation, and
configuration). Please see the IBM High IOPS Hardware Installation Guide for requirements on the following:

® PCle Slot
¢ Cooling

® Power

® Supported Devices: Also see the IBM High IOPS Hardware Installation Guide for a list of supported IBM High

1OPS Adapters.
Mtention  Second generation adapters are not compatible with this version of the ioMemory VSL. If you have a
newer IBM High IOPS Adapter that is not on this list, you may need to upgrade your system and all

of your devices to ioMemory VSL 3.x software and firmware versions.

® RAM Requirements: The IBM ioMemory 1”SL Release Notes contains memory (RAM) requirements for this

version of the software.

Supported Linux Distributions

Attention 'The following distributions are supported. Some distribution versions may have binary packages available
for download. If your version does not have a binary package available, you can build the installation
package from the available source package. Check the download folders for available packages.

® Red Hat Enterprise Linux (RHEL) 5 (up to 5.8), 6 (up to 6.2)
® SUSE Linux Enterprise Server (SLES) 10 SP4, 11, 11 SP1, 11 SP2
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Software Installation

NOTE All commands require administrator privileges. Use sudo or log in as "root" to run the install.
q p g g

Installation Overview

1. If you are installing this version of ioMemory VSL on a system with previous versions of the ioMemory VSL
installed, you will need to uninstall the ioMemory VSL package and the utilities. See the Common Maintenance
Tasks section for instructions. Once you have uninstalled the packages, return to this page.

2. Install the latest version of the ioMemory VSL. You can install the ioMemory VSL as:
® A pre-compiled binary package
® A source-to-build package

NOTE Follow the instructions under Installing RPM Packages to determine whether pre-compiled
binary packages are available for your kernel version or if you need to build the package from

source.

3. Install utilities and management software (included in driver installation instructions).

4. Load the ioMemory VSL Driver and Set the Options.

5. Upgrade the Firmware to the latest version, if needed (recommended).

Installing RPM Packages

To install the Linux ioMemory VSL and utilities on SUSE and RHEL:

1. You will need to install a version of the ioMemory VSL that is built for your kernel. To determine what kernel

version is running on your system, use the following command at a shell prompt:

$ unane -r
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2. Compare your kernel version with the binary versions of the software available at
http:/ /www.ibm.com/support/entry/portal /docdisplay?lndocid=MIGR-5083174.
® If there is a binary version of the software that corresponds to your kernel version, download that. For
example:

i omenor y-vsl - <ker nel - ver si on>- <VSL- ver si on>. x86_64. r pm

® If there is no binary version of the software corresponding to your kernel, download the source package.
For example:

i onenory-vsl-<VSL-version>. src.rpm

NOTE Exact package names may vaty, depending on software and kernel version chosen.

3. Download all of the support RPM packages from
http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5083174. These packages provide
utilities, firmware, and other files.

¢ Examples:

Package What is installed
fio-util-<VSL-version>. x86 _64.rpm ioMemory VSL utilities — Recommended

fio-firmware-<firnmware-version>. noarch. rpm Firmware archive — Recommended

I i bfio-<version> x86_64.rpm Libraries needed for management tools —
Recommended

fi 0o-common- <VSL-ver si on>. x86_64.rpm Files required for the init script —
Recommended

fio-sysvinit-<VSL-version>. x86_64.rpm Init script — Recommended

fio-sms-<version> x86 _64.rpm SMI-S CIM Provider — Optional see

Appendix E- SMI-S Interface

fi o-snnmp- agent x- <ver si on>. x86_64. r pm Agentx SNMP subagent — Optional, you
must install net - snnp before you install
this package, see Appendix D- Setting Up
SNMP for details.

fio-snnp-m b-<versi on>. x86_64.rpm SNMP MIBs — Optional see Appendix D-
Setting Up SNMP

I'i bfi o-dev-<version>. x86_64.rpm Management SDK — Optional

I i bfio-doc-<version>. x86_64.rpm Management SDK — Optional

4. Build the ioMemory VSL software from source: if you downloaded the software source package, you must now
follow the instructions in Building the Package from Source. If you downloaded a binary version of the
software, continue.

5. Change to the directory to where you downloaded the installation packages.
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6. Enter the following command to install the custom-built software package. Use the package name that you just
copied/downloaded into that directory.

rpm-Uvh ionenory-vsl - <kernel -versi on>- <VSL-ver si on>. x86_64. rpm

7. Enter the following commands to install the support files:

rpm-Uvh lib*. rpm
rpm-Uvh fio*.rpm

The ioMemory VSL and utilities are installed to the following locations:

Package Type Installation Location

ioMemory VSL | / | i b/ nodul es/ <ker nel -versi on>/extra/fiol/iomenory-vsl.ko
Utilities /usr/bin

Firmware /usr/share/fiolfirmare

SNMP MIB /usr/share/fio/mb

NOTE Under SLES 10, the f i 0- sysvi ni t package will install with an etror:

Servi ce udev has to be enabled for service ionenory-vsl

After the package is installed on a SLES 10 system, follow the instructions in Loading the ioMemory VSL
Facility (Driver) to modify the /et c/ini t. d/i omenory-vsl file so the sysvi ni t script will function

propetly.
NOTE IBM High IOPS Management Application is a free browset-based solution for managing IBM High IOPS

Adapter. The IBM High IOPS Management Application installation software and user documentation are
also available from http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5083174.

Once the packages are installed, continue to Loading the Software Driver later in the section.

Building the Package from Source

The ioMemory VSL is distributed as a source package. If a binary version of the software is not available, you will need
to build the ioMemory VSL from source. Use the source package that is made for your distribution. Source packages
from other distributions are not guaranteed to work.

IBM ioMemory VSL 2.3.10 User Guide for Linux



http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5083174

-

l
il
i
J

o]
X

1. Download current ioMemory VSL source and support packages from
http:/ /www.ibm.com/support/entry/portal /docdisplay?lndocid=MIGR-5083174
NOTE The exact source package to download depends on your operating system, but it is an RPMpackage.

2. Change directory to wherever you downloaded the source package.

3. Follow the instructions below to create an installation package tailored to your needs.

Building an RPM Installation Package

To build an RPM installation package:
1. Install the prerequisite files for your kernel version.
NOTE Some of the prerequisite packages may already be in the default OS installation. If your system is not
configured to get packages over the network, then you may need to mount your install CD/DVD.
® On RHEL 5/6, you need ker nel - devel , ker nel - header s, rpm bui | d, GCC4, and r sync

kernel -headers rpmbuild gcc rsync

$ yuminstall kernel-deve

Attention yummay not install the correct (matching) kernel versions of ker nel - devel or
ker nel - header s packages. yumwill download the latest version. Use the following

command to force yumto download the exact versions:
ker nel - devel -~ unane

yuminstall kernel-headers-" unane -r°

-r° gcc rsync rpmbuild

If the exact versions are no longer available in the repository, then you will have to manually

search for them on the Internet.

® On SLES 10/11 you need ker nel - syns, make, r pm bui | d, GCC4, and r sync

$ zypper install kernel-synms nake rpm gcc rsync
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2. To build an RPM installation package for the current kernel, run this command:

$ rpnbuild --rebuild i omenory-vsl-<VSL-version>.src.rpm

When using a .rpm source package for a non-running kernel, run this command:

$ rpnbuild --rebuild --define 'rpmkernel _version <kernel -versi on>
i onenory-vsl - <VSL-versi on>. src. rpm

The new RPMpackage is located in a directory that is indicated in the output from the r prbui | d command.
To find it, look for the "wrote" line. In the following example, the RPM packages are located in the
/usr/src/redhat/ RPMS/ x86_64/ directory.

Processing files: ionenory-vsl-source-2.2.3.66-1.0.x86_64.rpm
Requires(rpmib): rpmib(Payl oadFi | esHavePrefix) <= 4.0-1

rpm i b( ConpressedFi |l eNanes) <= 3.0.4-1

bsol etes: iodrive-driver-source

Checki ng for unpackaged file(s): /usr/lib/rpmcheck-files
/var/tnp/iomenory-vsl-2.2.3.66-root

W ot e:

/usr/src/redhat/ RPM5/ x86_64/i omenory-vsl-2.6.18-128. el 5-2. 2. 3.66-1. 0. x86_
[ usr/src/redhat/ RPMS/ x86_64/i omenory-vsl -source-2. 2. 3. 66-1. 0. x86_64. rpm

3. Make a note of the RPM location; you will need this information later in the installation.

4. You have now built installation packages for your distribution and kernel.

5. Copy your custom-built software installation RPM package into the directory where you downloaded the
installation packages.

6. Return to the Installing RPM Packages section of this guide.
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Loading the ioMemory VSL Driver

To load the ioMemory VSL driver:

1. Run this command:
$ nodpr obe i onenory- vsl
NOTE The ioMemory VSL automatically loads at system boot. The IBM High IOPS Adapter is now

available to the OS as / dev/ f i ox, where x is a letter (i.e., a, b, c, etc.).
® For SLES 10 systems, the above modprobe command works to manually load the driver, however to
automatically start the driver at boot time with UDEV, edit the / et ¢/ i ni t. d/i omenory-vsl file to

modify the init parameter and change udev to boot . udev as specified below.
NOTE  You must install the f i 0- sysvi ni t package before you can edit the

/[etc/init.d/iomenory-vsl file.
After the change, the file should look like this:

### BEG N INT I NFO
i onenory-vsl
boot . udev

# Provi des:
# Required-Start:

® On SLES systems, you must also allow unsupported modules for this command to work.
® SLES 11: Modify the / et ¢/ nodpr obe. d/ i omenor y-vsl . conf file and uncomment the

appropriate line:
# To allow the ioMenory VSL driver to |oad on SLES11,

unconment bel ow
al | ow_unsupported_nodul es 1
® SLES 10: Modity the / et ¢/ sysconfi g/ har dwar e/ confi g file so the
LOAD_UNSUPPORTED_MODULES_AUTOVATI CALLY sysconfig variable is set to yes, for

example:
LOAD_UNSUPPORTED_MODULES AUTOVATI CALLY=yes
To confirm the IBM High IOPS Adapter is attached, run the f i 0- st at us utility from the command line. The
output lists each drive and its status (attached or not attached).
Attention If the IBM High IOPS Adapter is not automatically attaching, check the /etc/modprobe.d files to

2.
see if the aut o_at t ach option is turned off (set to 0).
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Controlling ioMemory VSL Loading

You can control driver loading either through the init script or through udev.

In newer Linux distributions, users can rely on the udev device manager to automatically find and load drivers for their
installed hardware at boot time, though udev can be disabled and the init script used in neatly all cases. For older Linux
distributions without this functionality, users must rely on a boot-time init script to load needed drivers. IBM provides

an init scriptin / et ¢/ i nit. d/ i omenory-vsl to load the VSL driver in SLES10 distributions.

Using the init Script

On systems where udev loading of the driver doesn't work, or is disabled, the init script may be enabled to load the
driver at boot. On some distros it may be enabled by default.

NOTE The init Script is part of the f i 0- sysvi ni t package, which must be installed before you can enable it.

You can disable this loading of the ioMemory VSL with the following command:
$ chkconfig --del ionenory-vsl

To re-enable the ioMemory VSL loading in the init script, use the following command:
$ chkconfig --add i onenory-vsl

For further details on the init script, see Using the Init Script later in this section.
Using udev
On systems that rely on udev to load drivers, users need to modify an ioMemory VSL's options file if they want to

prevent udev from auto-loading the ioMemory VSL at boot time. To do this, locate and edit the
/ et c/ modpr obe. d/ i omenor y-vsl . conf file that already has the following line:

# bl acklist iomenory-vsl

To disable loading, remove the "#" from the line and save the file.
With the blacklist command in place, restart Linux. The ioMemory VSL will not be loaded by udev.

To restore the udev-loading of the ioMemory VSL, replace the "#" to comment out the line.
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On either udev or init script systems

Users can disable the loading of the ioMemory VSL at boot time, and thus prevent the auto-attach process for
diagnostic or troubleshooting purposes on either udev or init script systems. Follow the steps in the Disabling
Auto-Attach section to disable or re-enable the auto-attach functionality.

Alternatively, you can prevent the ioMemory VSL from loading by appending the following parameter at the kernel
command line of your boot loader:

i odrive=0

However, this method is not preferred as it prevents the ioMemory VSL from functioning at all, thus limiting the
amount of troubleshooting you can perform.

Using the Init Script

The ioMemory install process places an init scriptin/ et ¢/ i nit. d/i omenory-vsl . In turn, this script uses the
setting options found in the options file in / et ¢/ sysconfi g/ i omenor y- vsl . The options file must have
ENABLED set (non-zero) for the init script to be used:

ENABLED=1

The options file contains documentation for the various settings---two of which, MOUNTS and
Kl LL_PROCS_ON_UMOUNT, are discussed further in the Handling ioMemory VSL Unloads section later in this

document.

Mounting Filesystems

Because the ioMemory VSL does not load by the standard means (in the i ni t r d, or built into the kernel), using the
standard method for mounting filesystems (/ et ¢/ f st ab) for filesystems hosted on the IBM High IOPS Adapter
does not work. To set up auto-mounting of a filesystem hosted on an IBM High IOPS Adapter:

1. Add the filesystem mounting command to / et ¢/ f st ab as normal.

2. Add the 'noauto' option to et ¢/ f st ab as in the two following sample entries.

/dev/fioa /mt/fioa ext3 defaults, noauto 0 O
/dev/fiobl /mt/ioDrive ext3 defaults, noauto 0 O

(where the a in fi 0a can be a, b, ¢, etc., depending on how many IBM High IOPS Adapters you have installed in the
system).

To have the init script mount these drives after the ioMemory VSL is loaded and unmounted and before the
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ioMemory VSL is unloaded, add a list of mount points to the options file using the procedure documented there.

For the filesystem mounts shown in the earlier example, the line in the options file would look like this:

MOUNTS="/mt/fioa /mt/i odrive"

Handling ioMemory VSL Unloads

Special consideration must be taken during ioMemory VSL unload time. By default, the init script searches for any
processes holding open a mounted filesystem and kills them, thus allowing the filesystem to be unmounted. This
behavior is controlled by the option KI LL_PROCS_ON_UMOUNT in the options file. If these processes are not killed,
the filesystem cannot be unmounted. This may keep the ioMemory VSL from unloading cleanly, causing a significant
delay on the subsequent boot.

Setting the Software Options

This section explains how to set ioMemory VSL options. For more information about setting specific options, see
Appendix C- Using Module Parameters.

One-Time Configuration

ioMemory VSL options can be set at install time, on the command line of either i nsnmdd or nodpr obe. For example,
to set the aut o_at t ach ioMemory VSL option to 0, run the command:

$ nodprobe i onenory-vsl auto_attach=0

This option takes effect only for this load of this ioMemory VSL; subsequent calls to nodpr obe or i nsnod will not
have this option set.

Persistent Configuration
To maintain a persistent setting for an option, add the desired option to / et ¢/ modpr obe. d/ i omenor y-vsl . conf

or a similar file. To prevent the IBM High IOPS Adapters from auto-attaching, add the following line to the
i omenory-vsl . conf file:

options iomenory-vsl auto_attach=0

This ioMemory VSL option then takes effect for every subsequent ioMemory VSL load, as well as on autoload of the
ioMemory VSL during boot time.
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Upgrading the Firmware

With the ioMemory VSL loaded, you need to check to ensure that the IBM High IOPS Adapter's firmware is
up-to-date. To do this, run the f i 0- St at us command-line utility.

If the output shows that the device is running in minimal mode, download the latest firmware from
http://www.ibm.com/support/entry/portal/docdisplayrlndocid=MIGR-5083174, then use the IBM High IOPS
Management Application software or the f i 0- updat e-i odri ve utility to upgrade the firmware.

Mtention Upgrade Path: There is a specific upgrade path that you must take when upgrading IBM High IOPS
Adapter. Consult the Release Notes for this ioMemory VSL release before upgrading IBM High IOPS
Adapters.

Your IBM High IOPS Adapter may have a minimum firmware label affixed (for example, "MIN FW: XXXXXX").
This label indicates the minimum version of the firmware that is compatible with your device.

Attention Do not attempt to downgrade the firmware on any IBM High IOPS Adapter, doing so may void your
warranty.

When installing a new IBM High IOPS Adapter along with existing devices, you must upgrade all of the currently
installed devices to the latest available versions of the firmware and ioMemory VSL before installing the new devices.

Consult the Release Notes for this ioMemory VSL release for any upgrade considerations.

Upgrading VMware Guest 0S

If you are using your IBM High IOPS Adapter with a VMware guest OS (using VMDirectPathlO), you must cycle the
power on the host after you upgrade the device(s). Just restarting the virtual machine won't apply the change.

Using the Device as Swap

To safely use the IBM High IOPS Adapter as swap space requires passing the preallocate_memory kernel module
parameter. The recommended method for providing this parameter is to add the following line to the
/ et ¢/ nodpr obe. d/ i onenory-vsl . conf file:

options iomenory-vsl preallocate_mnmenory=1072, 4997, 6710, 10345

® Where 1072,4997,6710,10345 are serial numbers obtained from f i 0- St at us.

A 4K sector size format is required for swap—this reduces the ioMemory VSL memory footprint to reasonable levels.
Usefio-format to format the IBM High IOPS Adapter with 4k sector sizes.

NOTE Be sure to provide the serial numbers for the IBM High IOPS Adapter, not an adapter, when applicable.
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NOTE 'The preal | ocat e_menory module parameter is necessary to have the device usable as swap space. See
Appendix C- Using Module Parameters for more information on setting this parameter.
Attention  You must have enough RAM available to enable the IBM High IOPS Adapter with pre-allocation enabled
for use as swap. Attaching an IBM High IOPS Adapter, with pre-allocation enabled, without sufficient
RAM may result in the loss of user processes and system instability.

Consult the IBM ioMemory 1'SL. Release Notes for RAM requirements with this version of the ioMemory VSL.

NOTE The preal | ocat e_nmenory parameter is recognized by the ioMemory VSL at load time, but the
requested memory is not actually allocated until the specified device is attached.

Using the Logical Volume Manager

The Logical Volume Manager (LVM) volume group management application handles mass storage devices like IBM
High IOPS Adapters if you add the IBM High IOPS Adapter as a supported type:

1. Locate and edit the /etc/lvm/lvm.conf configuration file.

2. Add an entry similar to the following to that file:

types = [ "fio", 16 ]

The parameter "16" represents the maximum number of partitions supported by the device.

NOTE If using LVM or MD, do not use udev to load the ioMemory VSL driver. The init script will ensure that the
LVM volumes and MD devices are detached before attempting to detach the IBM High IOPS Adapter.

Gonfiguring RAID

You can configure two or more IBM High IOPS Adapters into a RAID array using software-based RAID solutions.

NOTE If you are using RAID1/Mitrored and one device fails, be sure to run f i o- f or mat on the replacement
device (not the existing, good device) before rebuilding the RAID. Following are some examples of some
common RAID configurations using the ndadmutility.

Attention 'The Linux kernel RAID 5 implementation performs pootly at high data rates. This is an issue in the Linux
kernel. Alternatives include using RAID 10, or possibly a third-party RAID stack.

RAID O

To create a striped set, where f i 0a and f i 0b are the two IBM High IOPS Adapters you want to stripe, run this

command:

$ ndadm --create /dev/nd0 --chunk=256 --|evel =0 --raid-devices=2 /dev/fioa
[/ dev/fiob
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Making the Array Persistent (Existing after Restart)

NOTE On some versions of Linux, the configuration file is in / et ¢/ mdadm ndadm conf , not
/ et c/ mdadm conf.

Inspect / et ¢/ mdadm conf . If there are one or more lines declaring the devices to inspect, make sure one of those
this:

lines specifies "partitions" as an option. If it does not, add a new DEVICE line to the file specifying "partitions" like

DEVI CE partitions

Also add a device specifier for the fio IBM High IOPS Adapters:

DEVI CE / dev/fi o*

To see if any updates are needed to / et ¢/ ndadm conf , issue the following command:

$ ndadm --detail --scan

Compare the output of this command to what currently exists in mdadm conf and add any needed sections to
/et c/ mdadm conf .

NOTE For example, if the array consists of two devices, there will be three lines in the output of the command that

are not present in the mdadm conf file: one line for the array, and two device lines (one line for each
device). Be sure to add those lines to the ndadm conf so it matches the output of the command.

For further details please see the mdadmand ndadm conf man pages for your distribution.
With these changes, on most systems the RAID 0 array will be created automatically upon restart. However, if you
have problems accessing / dev/ md0 after restart, run the following command:

$ ndadm --assenbl e --scan

You may also want to disable udev loading of the ioMemory VSL driver, if needed, and use the init script provided for
driver loading. Please see the Using the Init Script section of this guide for further details on how to use the init script.

chkconfi g boot.nd on

NOTE In SLES 11, you may need to tun the following commands to make sure these services are run on boot:
chkconfi g ndadnd on
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RAID T

To create a mirrored set using the two IBM High IOPS Adapters f i 0oa and f i ob, run this command:

$ ndadm --create /dev/nd0 --1evel =1 --rai d-devices=2 /dev/fioa /dev/fiob

RAID 10

To create a striped, mirrored array using four IBM High IOPS Adapters (fioa, fiob, fioc, and tiod), run this command:

$ ndadm --create /dev/nd0 -v --chunk=256 --1evel =rai d10 --rai d-devi ces=4
/dev/fioa /dev/fiob /dev/fioc /dev/fiod

Building a RAID10 Across Multiple Devices

In a RAID10 configuration, sets of two disks are mirrored, and then those mirrors are striped. When setting up a
RAID10 across multiple IBM High IOPS Adapters, it is best to make sure that no mirror resides solely on the two
IBM High IOPS Adapters that comprise an a single product (such as an IBM High IOPS Duo Adapter).

In order to get the data to lay out propetly,

® Use the - -1 ayout =n2 option when creating the RAID10 (though it should be the default)

® Ensure that no two IBM High IOPS Adapters from the same device are listed side by side.

The following sample code shows some recommended configurations.

NOTE The following commands assume that all IBM High IOPS Adapters have been freshly formatted with the

fio-format utility.
Attention 'The ordering of the fiox devices is critical.
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# 2 Duos RAI D10

$ ndadm --create --assunme-clean --1level =rai d10 --layout=n2 -n 4 /dev/ nmd0 \
/dev/fioa /dev/fioc \

/dev/fiob /dev/fiod

# Mrror groups are: fioa,fioc and fiob,fiod

# 3 Duos RAI D10

$ ndadm --create --assune-clean --level =raidl0 --layout=n2 -n 6 /dev/ndO \
/dev/fioa /dev/fiod \

/dev/fioc /dev/fiof \

/dev/fioe /dev/fiob

# 4 Duos RAI D10

$ ndadm --create --assune-clean --1level =rai d10 --layout=n2 -n 8 /dev/nd0 \
/dev/fioa /dev/fiod \

/dev/fioc /dev/fiof \

/dev/fioe /dev/fioh \

/dev/fiog /dev/fiob

# 8 Duos RAI D10

$ ndadm --create --assune-clean --1level =rai d10 --layout=n2 -n 16 /dev/nmd0 \
/dev/fioa /dev/fiod \

/dev/fioc /dev/fiof \

/dev/fioe /dev/fioh \

/dev/fiog /dev/fioj \

/dev/fioi /dev/fiol \

/dev/fiok /dev/fion \

/dev/fiom/dev/fiop \

/dev/fioo /dev/fiob

Understanding Discard (TRIM) Support

With this version of the ioMemory VSL, Discard (also known as TRIM) is enabled by default.

Discard addresses an issue unique to solid-state storage. When a user deletes a file, the device does not recognize that it
can reclaim the space. Instead the device assumes the data is valid.

Discard is a feature on newer filesystem releases. It informs the device of logical sectors that no longer contain valid
user data. This allows the wear-leveling software to reclaim that space (as reserve) to handle future write operations.

Discard (TRIM) on Linux

Discard is enabled by default in the release. However, for discard to be implemented, the Linux distribution must
support this feature, and discard must be turned on.
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In other words, if your Linux distribution supports discard, and discard is enabled on the system, then discard will be
implemented on your IBM High IOPS Adapter.

Under Linux, discards are not limited to being created by the filesystem, discard requests can also be generated directly
from userspace applications using the kernel's discard ioctl.

Atention There is a known issue that ext4 in Kernel.org 2.6.33 or earlier may silently corrupt data when discard is
enabled. This has been fixed in many kernels provided by distribution vendors. Please check with your

kernel provider to be sure your kernel propetly supports discard. For more information, see the Errata in
the Release Notes for this version of the software

NOTE On Linux, MD and LVM do not curtrently pass discards to underlying devices. Thus any IBM High IOPS

Adapter that is part of an MD or LVM array will not receive discards sent by the filesystem.

The LVM release included in Red Hat 6.1 supports passing discards for several targets, but not all (RHEL
6.1 documentation). Please see your distribution's documents for exact details.
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Maintenance

The ioMemory VSL includes software utilities for maintaining the device. You can also install SNMP as a monitoring

option.

Device LED Indicators

The IBM High IOPS Adapter includes three LEDs showing drive activity or error conditions. The LEDs on your

device should be similar to this configuration:

m © D S {:}O{}OC}OQ =
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This table explains the information that these LEDs convey:

Gireen Yellow Amber Indicates Motes

D D O Power off

Power on (Driver not .

0 0] O oaded and device not Load Driver and
attached) attach device
attached)

Power on, Driver You may need 1o
. (9] @] caded (device may 2',‘_' 'I_';r:f_nl TE_':_-,:
not be attached) AlAEN e fevice
Nriting (Rate Can appear in
. O 9] mch ates volume of combination with the
WiTtes) Fead LED indication
Flashing Reading (Rate Can appear in

. O O indicates volume: of combination with the

reads) Wirite LED indication

. O O Location Beacon
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GUI Management

IBM High IOPS Management Application software is a free browser-based solution for managing IBM High IOPS
Adapters. It is also available from http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5083174.

The IBM High IOPS Management Application software can perform many management functions, including:

® Firmware upgrades

® Low-level formatting

® Attach and detach actions

® Device status and performance information
® Configure Swap and Paging

® Generate bug reports

Gommand-line Utilities

Several command-line utilities are included in the installation packages for managing your IBM High IOPS Adapter:

® fio-attach

® fio-beacon

® fio-bugreport

fi o-detach
fio-format
fio-pci-check
fi o- snnp- agent x
fio-status

fio-sure-erase

fio-update-iodrive

For more information on command-line utilities, see Appendix A- Utilities Reference

Common Maintenance Tasks

The following are the most common tasks for maintaining your IBM High IOPS Adapter using command-line utilities.
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NOTE All commands require administrator privileges. Log in as "root" or use sudo to run the commands.
NOTE If you came to this section from the Software Installation section, return to that section after you uninstall

previous versions of the ioMemory VSL and utilities.

Unloading the ioMemory VSL Driver

To unload the ioMemory VSL, run this command:

$ nodprobe -r ionenory-vsl
Uninstalling the ioMemory VSL RPM Package

Versions 1.2.x
Remove prior versions of the ioMemory VSL software using this command:

$ rpm-e iodrive-driver

Versions 2.x.x
With versions 2.x.x of the ioMemory VSL, you must specify the kernel version of the package you are uninstalling.

Run this command to find the installed driver packages:

$ rpm-ga | grep -i ionenory

Sample output:

i omenory-vsl-2.6.18-194.el5-2.2.2.82-1.0

Uninstall the ioMemory VSL by running a command similar to this example (specify the kernel version of the driver

you wish to uninstall):

$ rpm-e ionenobry-vsl-2.6.18-194.el5-2.2.0.82-1.0

Uninstalling the ioMemory VSL Utilities, IBM High I0PS Management Application 2.x, and Other

Support Packages

To uninstall the support RPM packages, run this command (adding or removing package names as needed):
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$rpm-e fio-util
fio-sysvinit fio-sms

i omanager-jre libfio libfio-doc |ibfusionjn
fio-snnp-mb |ibfio-dev

Disabling Auto-Attach

When the ioMemory VSL is installed, it is configured to automatically attach any devices when the ioMemory VSL is
loaded. Sometimes you may want to disable the auto-attach feature. To do so:

1. Edit the following file:

/ et ¢/ nodpr obe. d/ i onenory-vsl . conf

2. Add the following line to that file:
options ionmenory-vsl auto_attach=0

3. Save the file. To re-enable auto-attach, simply edit the file and either remove that line or change it to the

following:

options iomenory-vsl auto_attach=1

Unmanaged Shutdown Issues

Unmanaged shutdowns due to power loss or other circumstances can force the IBM High IOPS Adapter to perform a

consistency check during the restart. This may take several minutes or more to complete.

Although data written to the IBM High IOPS Adapter is not lost due to unmanaged shutdowns, important data
structures may not have been properly committed to the device. This consistency check repairs these data structures.

Disabling the ioMemory VSL

The ioMemory VSL automatically loads by default when the operating system starts. You can disable ioMemory VSL

auto-load for diagnostic or troubleshooting purposes.

To disable ioMemory VSL auto-load:
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1. Append the following parameter to the kernel command line of your boot loader:

i odrive=0

The ioMemory VSL won't load, so the device won't be available to users.

NOTE You can also uninstall the ioMemory VSL to keep it from loading, or move it out of the
/'1'i b/ modul es/ <ker nel _ver si on> directory.

2. Proceed with troubleshooting to correct the problem. If the problem is outdated firmware, use i odri ve=1 to
place the ioMemory VSL in minimal mode. You can then use f i 0- updat e-i odri ve or the IBM High IOPS
Management Application application to update the firmware.

3. Use cither the fi 0- at t ach utility or the IBM High IOPS Management Application to attach the IBM High
1OPS Adapter to the operating system.
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Performance and Tuning

IBM High IOPS Adapters provide high bandwidth, and high Input/Output Operations per Second IOPS), and are
specifically designed to achieve low latency.

As IBM High IOPS Adapters improve in IOPS and low latency, the device performance may be limited by operating
system settings and BIOS configuration. These settings may need to be tuned to take advantage of the revolutionary
performance of IBM High IOPS Adapters.

While IBM devices generally perform well out of the box, this section describes some of the common areas where
tuning may help achieve optimal performance.

Disabling DVFS

Dynamic Voltage and Frequency Scaling, or DVES, are power management techniques that adjust the CPU voltage
and/or frequency to reduce power consumption by the CPU. These techniques help conserve power and reduce the
heat generated by the CPU, but they adversely affect performance while the CPU transitions between low-power and
high-performance states.

These powet-savings techniques are known to have a negative impact on I/O latency and maximum IOPS. When
tuning for maximum performance, you may benefit from reducing or disabling DVSF completely, even though this
may increase power consumption.

DVES, if available, should be configurable as patt of your operating systems power management features as well as
within your system's BIOS interface. Within the operating system and BIOS, DVES features are often found under the
Advanced Configuration and Power Interface (ACPI) sections; consult your computer documentation for details.

Limiting ACPI C-States

Newer processors have the ability to go into lower power modes when they are not fully utilized. These idle states are
known as ACPI C-states. The CO state is the normal, full power, operating state. Higher C-states (C1, C2, C3, etc.) are
lower power states.

While ACPI C-states save on powet, they are known to have a negative impact on I/O latency and maximum IOPS.
With each higher C-state, typically more processor functions are limited to save power, and it takes time to restore the
processor to the CO state. When tuning for maximum performance you may benefit from limiting the C-states or
turning them off completely, even though this may increase power consumption.
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Setting AGPI C-State Options

If your processor has ACPI C-states available, you can typically limit/disable them in the BIOS interface (sometimes
referred to as a Setup Utility). APCI C-states may be part of of the Advanced Configuration and Power Interface
(ACPI) menu; consult your computer documentation for details.

C-States Under Linux

Newer Linux kernels have drivers that may attempt to enable APCI C-states even if they are disabled in the BIOS. You
can limit the C-state in Linux (with or without the BIOS setting) by adding the following to the kernel boot options:

processor. max_cstate=1

In this example, the maximum C-state allowed will be C1. To completely disable C-states, use a value of 0.
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Appendix A- Utilities Reference

The ioMemory VSL installation packages include various command-line utilities, installed by default to / usr/ bi n.
These provide a number of useful ways to access, test, and manipulate your device.

Mtention There ate some additional utilities installed in the / usr/ bi n directory that are not listed below. Those
additional utilities are dependencies (used by the main VSL utilities), and you should not use them directly
unless Customer Support advises you to do so.

Utility Purpose

fio-attach Makes an IBM High IOPS Adapter available to the OS

fi o-beacon Lights the IBM High IOPS Adaptet's external LEDs

fi o-bugreport Prepares a detailed report for use in troubleshooting problems

fi o-detach Temporarily removes an IBM High IOPS Adapter from OS access

fio-format Used to petform a low-level format of an IBM High IOPS Adapter

fio-pci-check Checks for errors on the PCI bus tree, specifically for IBM High IOPS Adaptets

fi o- snnp- agent x SNMP sub-agent that implements the SNMP FUSION-IODRV-MIB for the ioMemory VSL
fio-status Displays information about the device

fio-sure-erase Clears ot purges data from the device

fi o-updat e-iodrive | Updates the IBM High IOPS Adaptet's firmware
NOTE There are - h (Help) and - v (Version) options for all of the utilities. Also, - h and - v cause the utility to exit

after displaying the information.

fio-attach

Description

Attaches the IBM High IOPS Adapter and makes it available to the operating system. This creates a block device in
/ dev named f i 0X (where X is @, b, C, etc.). You can then partition or format the IBM High IOPS Adapter, or set it
up as part of a RAID array. The command displays a progress bar and percentage as it operates.

NOTE In most cases, the ioMemory VSL automatically attaches the device on load and does a scan. You only need
torunfi o-attach if youran fi o- det ach or if you set the ioMemory VSL's auto_attach parameter to 0.
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Syntax

fio-attach <device> [options]

where <devi ce> is the name of the device node (/ dev/ f ct X), where x indicates the card number: 0, 1, 2, etc. For
example, / dev/ f ct 0 indicates the first IBM High IOPS Adapter installed on the system.

You can specify multiple IBM High IOPS Adapters. For example, / dev/ fct 1 /dev/ f ct 2 indicates the second and
third IBM High IOPS Adapters installed on the system. You can also use a wildcard to indicate all IBM High IOPS
Adapters on the system. For example, / dev/ f ct *

Option Description

-q Quiet: disables the display of the progress bar and percentage.

fio-heacon

Description

Lights the IBM High IOPS Adaptet's LEDs to locate the device. You should first detach the IBM High IOPS Adapter
and then run f i 0- beacon.

NOTE 'This udlity always turns the LEDs on, unless you specifically use the - O option.

Syntax

fi o-beacon <devi ce> [options]

where <devi ce> is the name of the device node (/ dev/ f ct x), where x indicates the card number: 0, 1, 2, etc. For
example, / dev/ f ct O indicates the first IBM High IOPS Adapter installed on the system.

Options Description

-0 Off: (Zero) Turns off the three LEDs
-1 On: Lights the three LEDs
-p Prints the PCI bus ID of the device at <devVi ce> to standard output. Usage and error information may be written

to standard output rather than to standard error.

fio-bugreport

Description

Prepares a detailed report of the device for use in troubleshooting problems. The results are saved in the / t mp
directory in the file that indicates the date and time the utility was run.
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/tp/ fio-bugreport-20100121. 173256-sdv9ko. tar. bz2
Syntax
fio-bugreport

Notes

This utility captures the current state of the device. When a performance or stability problem occurs with the device,
run the f i 0- bugr eport utility and send the output to http://www.ibm.com/systems/suppott for assistance in

troubleshooting.
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Sample Output

- bash- 3. 2# fi o-bugreport

Collecting fio-status -a

Col l ecting fio-status

Col I ecting fio-pci-check

Col l ecting fio-pci-check -v

Collecting fio-read-I1ebmap /dev/fctO

Col l ecting fio-read-1ebmap -x /dev/stdout/dev/fctO
Col l ecting fio-read-1ebmap -t /dev/fctO

Col l ecting fio-get-erase-count/dev/fctO

Col lecting fio-get-erase-count -b /dev/fctO

Col l ecting | spci

Col I ecting Ispci -vvvvv

Col l ecting Ispci -tv

Col l ecting nessages file(s)

Col l ecting procfusion file(s)

Col l ecting | snod

Col l ecting unane -a

Col | ecti ng host nane

Col l ecting sar -r

Col l ecting sar

Col l ecting sar -A

Col l ecting syslog file(s)

Col l ecting proc file(s)

Collecting procirqg file(s)

Col l ecting dni decode

Col l ecting rpm-ga iodrive*

Collecting find /Iib/nodul es

Pl ease send the file /tnp/fio-bugreport-20090921. 173256-sdv9ko.tar. bz2
al ong with your bug report to support@usionio.comThe file is in the /tnp
directory.

For example, the filename for a bug report file named
[ tp/ fiobugreport-20090921. 173256- sdvkO. t ar. bz2 indicates the following:

® Date (20090921)
® Time (173256, or 17:32:56)

® Misc. information (sdv9ko. t ar. bz2)
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fio-detach

Description

Detaches the IBM High IOPS Adapter and removes the corresponding f ct x IBM High IOPS Adapter block device
from the OS. The f i 0- det ach utility waits until the device completes all read/write activity before executing the
detach operation. By default, the command also displays a progress bar and percentage as it completes the detach.

Attention Before using this utlity, ensute that the device you want to detach is NOT currently mounted and in use.

Syntax

fi o-detach <devi ce> [options]

where <devi ce> is the name of the device node (/ dev/ f ct x), where x indicates the card number: 0, 1, 2, etc. For
example, / dev/ f ct O indicates the first IBM High IOPS Adapter installed on the system.

You can specify multiple IBM High IOPS Adapters. For example, / dev/ fct 1 /dev/ f ct 2 indicates the second and
third IBM High IOPS Adapters installed on the system. You can also use a wildcard to indicate all IBM High IOPS
Adapters on the system. For example, / dev/ f ct *

Options Description

- Immediate: Causes a forced immediate detach (does not save metadata). This will fail if the device is in use by the
OS.

-q Quiet: Disables the display of the progress bar and percentage.
Notes

With this version of ioMemory VSL, attempting to detach an IBM High IOPS Adapter may fail with an error
indicating that the device is busy. This typically may occur if the IBM High IOPS Adapter is part of a software RAID
(0,1,5) volume, is mounted, or some process has the device open.

The tools fuser, mount, and Isof can be helpful in determining what is holding the device open.

fio-format

Description
NOTE IBM High IOPS Adapters ship pre-formatted, so fi o- f or mat is generally not required except to change
the logical size or block size of a device, or to erase user data on a device. To ensure the user data is truly
erased, use f i 0- sure- erase.

Performs a low-level format of the IBM High IOPS Adapter. By default, f i o- f or mat displays a progress-percentage
indicator as it runs.

Attention  Use this utility with cate, as it deletes all user information on the device.
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NOTE Using a larger block (sector) size, such as 4096 bytes, can significantly reduce worst-case ioMemory VSL
host memory consumption. However, some applications are not compatible with non-512-byte sector sizes.

NOTE If you do not include the - S option, the device size defaults to the advertised capacity. If used, the - s
option must include the size or percentage indicators.

Syntax

fio-format [options] <device>

where <devi ce> is the name of the device node (/ dev/ f ct X), where x indicates the device number: 0, 1, 2, etc. For
example, / dev/ f ct 0 indicates the first IBM High IOPS Adapter installed on the system.

Options

-b <size
B| K>

-f

-q

-s <size

MGT %

-0 <size
B|KIM G T| %

-y

fio-pci-check

Description

Description

Set the block (sector) size, in bytes or KiBytes (base 2). The default is 512 bytes. For example: - b 512B
or-b 4K Bin 512Bis optional).

Force the format size, bypassing normal checks and warnings. This option may be needed in rare situations
when f i 0-f or mat does not proceed propetly. (The "Are you sure?" prompt still appears unless you use
the - y option.)

Quiet mode: Disable the display of the progress-percentage indicator.

Set the device capacity as a specific size (in TB, GB, or MB) or as a percentage of the advertised capacity:

® T Number of terabytes (TB) to format
® GNumber of gigabytes (GB) to format
® MNumber of megabytes (MB) to format

® %Percentage, such as 70% (the percent sign must be included).

Over-format the device size (to greater than the advertised capacity), where the maximum size equals the
maximum physical capacity. If a percentage is used, it corresponds to the maximum physical capacity of the
device. (Size is required for the - O option; see the - S option above for size indicator descriptions.)

Attention Before you use this option, please discuss your use case with Customer Support by
contacting http://www.ibm.com/systems/suppott.

Auto-answer "yes" to all queries from the application (bypass prompts).

Checks for errors on the PCI bus tree, specifically for IBM High IOPS Adapters. This utility displays the current status
of each IBM High IOPS Adapter. It also prints the standard PCI Express error information and resets the state.

NOTE Itis perfectly normal to see a few errors (perhaps as many as five) when f i 0- pci - check is initially run.
Subsequent runs should reveal only one or two errors during several hours of operation.

IBM ioMemory VSL 2.3.10 User Guide for Linux



http://www.ibm.com/systems/support

-~

o]

Syntax

fio-pci-check [options]

Options Description
-d <val ue> 1 = Disable the link; 0 = bring the link up (Not recommended)
-e Enable PCI-e error reporting.

-f Scan every device in the system.

- Print the device serial number. This option is invalid when the ioMemory VSL is loaded.

-r Force the link to retrain.

-V Verbose: Print extra data about the hardware.

fio-snmp-agentx
Description

This utility is an SNMP sub-agent that implements the SNMP FUSION-IODRV-MIB for the ioMemory VSL.
fi 0-snnp-agent x communicates with the SNMP master agent via the agentx protocol.

Syntax

fio-snnp-agentx [options]

Option Description

-f Force the sub-agent to run in the foreground instead of as a daemon.

-1 <log file> Log file to use.

-S Send etrors to stderr instead of to syslog.

fio-status

Description

Provides detailed information about the installed devices. This utility operates on either f ¢t X or f i 0X devices. The
utility depends on running as root and having the ioMemory VSL loaded. If no ioMemory VSL is loaded, a smaller set

of status information is returned.

fio-status provides alerts for certain error modes, such as a minimal-mode, read-only mode, and write-reduced

mode, describing what is causing the condition.
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Syntax

fio-status [<device>] [<options>]

where <devi ce> is the name of the device node (/ dev/ f ct X), where x indicates the card number: 0, 1, 2, etc. For
example, / dev/ f ct 0 indicates the first IBM High IOPS Adapter installed on the system.

If <dev> is not specified, f i 0- st at us displays information for all cards in the system. If the ioMemory VSL is not
loaded, this parameter is ignored.

Options  Description

-C Count: Report only the number of IBM High IOPS Adapters installed.

-d Show basic information set plus the total amount of data read and written (lifetime data volumes). This option is not
necessary when the -a option is used.

-fk Format key: Force alternate <"key=value"> format output, which may be easier for scripts and parsing programs to
read.
-a Print all available information for each device.

Basic Information: If no options are used, f i 0- st at us reports the following basic information:

® Number and type of devices installed in the system

® ioMemory VSL version
Adapter information:

® Adapter type
® Product number
¢ External power status

® PCle power limit threshold (if available)

® Connected IBM High IOPS Adapters
Block device information:

® Attach status

® DProduct name

Product number

Serial number

® PCle address and slot
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¢ Firmware version

Size of the device, out of total capacity

Internal temperature (average and maximum, since ioMemory VSL load) in degrees Centigrade
Health status: healthy, nearing wearout, write-reduced or read-only

® Reserve capacity (percentage)

® Warning capacity threshold (percentage)

Data Volume Information: If the -d option is used, the following data volume information is reported 7 addition to
the basic information:

® Physical bytes written

® Physical bytes read

All Information: If the - a option is used, all information is printed, which includes the following information 7
addition to basic and data volume information:

Adapter information:

® Manufacturer number

® Part number

Date of manufacture

® Power loss protection status

PCle bus voltage (avg, min, max)
® PCle bus current (avg, max)

PCle bus power (avg, max)

® PCle power limit threshold (watts)
® PCle slot available power (watts)

® PCle negotiated link information (lanes and throughput)
Block device information:

® Manufacturet's code

Manufacturing date

® Vendor and sub-vendor information

Format status and sector information (if device is attached)

® FPGA ID and Low-level format GUID
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® PCle slot available power

® PCle negotiated link information

® Card temperature, in degrees Centigrade

® Internal voltage (avg and max)

® Auxiliary voltage (avg and max)

® Percentage of good blocks, data and metadata
® Lifetime data volume statistics

® RAM usage

Error Mode Information: If the ioMemory VSL is in minimal mode, read-only mode, or write-reduced mode when
fio0-status is run, the following differences occur in the output:

® Attach status is "Status unknown: Driver is in MINIMAL MODE.:"
® The reason for the minimal mode state is displayed (such as "Firmware is out of date. Update firmware.")
® "Geometry and capacity information not available." is displayed.

® No media health information is displayed.

flo-sure-erase

Attention  As a best practice, do not use this utility if there are any IBM High IOPS Adapters installed in the system
that you do not want to clear or purge. First remove any devices that you do not want to accidentally erase.
Once the data is removed with this utility it is gone forever. It is not recoverable.

Attention Before you use this utility, be sure to back up any data that you wish to presetve.

NOTE After using f i 0- sur e- er ase, format the device using f i 0- f or mat before using the device again.

Attention  If the device is in Read-only mode, petform a format using f i 0- f or mat before running
fi o-sure-erase. If the device is in Minimal mode, then f i 0- sur e- er ase cannot erase the device.
Updating the firmware may take the device out of Minimal Mode. If the device remains in Minimal mode,
contact Customer Support at http://www.ibm.com/systems/support for further assistance.

In order to run f i 0- sur e- er ase, the block device must be detached. See the f i 0- det ach section for more
information.

Description

The fi 0- sur e- er ase is a command-line utility that securely removes data from IBM High IOPS Adapters. It
complies with the "Clear" and "Purge" level of destruction from the following standards:

1. DOD 5220.22-M - Comply with instructions for Flash EPROM

2. NIST SP800-88- Comply with instructions for Flash EPROM
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See below for more information on Clear and Purge support.

Syntax

fio-sure-erase [options] <device>

Where <devi ce> is the name of the device node (/ dev/ f ct x), where x indicates the card number: 0, 1, 2, etc. For
example, / dev/ f ct O indicates the first IBM High IOPS Adapter installed on the system. Use fi 0- St at us to view
this device node.

NOTE Products with Multiple Devices: f i 0- sur e- er ase works on individual IBM High IOPS Adapters. For
example, if you are planning to purge an IBM High IOPS Duo Adapter, you will need to perform this
operation on each of the product's two IBM High IOPS Adapters.

Options Description

-p Purge instead of Clear: performs a write followed by an erase. For more information on Purge, see below.
Attention Purging the device may take hours to accomplish, depending on the size of the device that
needs to be purged.

-y No confirmation: do not requite a yes/no response to execute the utility.

-q Quiet: do not display the status bar.

NOTE If yourunfi o-sure-erase with no options, a Clear is performed. For more information, see below.

Each block of memory consists of uniform 1 bits or 0 bits.

Clear Support

A "Cleat" is the default state of running f i 0- sur e- er ase (with no options), and refers to the act of petforming a
full low-level erase (every cell pushed to "1") of the entire NAND media, including retired erase blocks.

Metadata that is required for operation will not be destroyed (media event log, erase counts, physical bytes
read/written, performance and thermal history), but any uset-specific metadata will be destroyed.

The following describes the steps taken in the Clear operation:

1. Creates a unity map of every addressable block (this allows f i 0- sur e- er ase to address every block,
including previously unmapped bad blocks).

2. For each block, petforms an erase cycle (every cell is pushed to "1").
3. Restores the bad block map.

4. Formats the device (the purpose of this is to make the device usable again, the utility erases all of the headers
during the clear).
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Purge Support

A "Purge" is implemented by using the - p option with f i 0- sur e- er ase. Purge refers to the act of first overwriting
the entite NAND media (including retired erase blocks) with a single character (every cell written to logical "0"), and
then performing a full chip erase (every cell pushed to "1") across all media (including retired erase blocks).

Metadata that is required for operation will not be destroyed (media event log, erase counts, physical bytes
read/written, performance and thermal history), but any user-specific metadata will be destroyed.

The following describes the steps taken in the Purge operation:

1. Creates a unity map of every addressable block (this allows f i 0- sur e- er ase to address every block,
including previously unmapped bad blocks).

2. For each block, performs a write cycle (every cell written to "0").
3. For each block, performs an erase cycle (every cell pushed to "1").
4. Restores the bad block map.

5. Formats the drive (the purpose of this is to make the drive usable again, the utility erases all of the headers
during the clear).

fio-update-iodrive
Attention  You should back up the data on the IBM High IOPS Adapter priot to any upgrade as a precaution.

Description

Updates the IBM High IOPS Adapter's firmware. This utility scans the PCle bus for all IBM High IOPS Adapters and
updates them. A progress bar and percentage are shown for each device as the update completes.

Attention It is extremely important that the power not be turned off during a firmwate upgrade, as this could cause
device failure. If a UPS is not already in place, consider adding one to the system prior to performing a
firmware upgrade.

Attention Note that when running multiple firmwate upgrades in sequence, it is critical to load the driver after each
tirmware upgrade step. Otherwise the on-drive format will not be changed, and there will be data loss.

Attention Do not use this utility to downgrade the IBM High IOPS Adapter to an eatlier version of the firmware.
Doing so may result in data loss and void your warranty.

Attention 'The default action (without using the - d or - s option) is to upgrade all IBM High IOPS Adapters with the
firmware contained in the <i odri ve_ver si on. f f f > file. Confirm that all devices need the upgrade
ptior to running the update. 1f in doubt, use the - p (Pretend) option to view the possible results of the
update.

Attention  You must detach all IBM High IOPS Adapters before updating the firmware.

Attention Upgrade Path: There is a specific upgrade path that you must take when upgrading IBM High IOPS
Adapter. Consult the Release Notes for this ioMemory VSL release before upgrading IBM High IOPS
Adapters.

NOTE If you receive an error message when updating the firmware that instructs you to update the midprom
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To update one or more specific devices:

® If the ioMemory VSL is loaded, use the - d option with the device number.

Syntax

fio-update-iodrive [options] <iodrive_version.fff>

where <i odri ve_version. f ff > is the path and firmware archive file provided by IBM. The default path is
/usr/share/fiolfirmuare. This parameter is required.

Options Description

-d Updates the specified devices (by f €t X, whete x is the number of the device shown in f i 0- St at us). If this
option is not specified, all devices are updated.
Attention Use the - d or - s options with care, as updating the wrong IBM High IOPS Adapter could
damage your device.

-f Force upgrade (used primarily to downgrade to an eatlier firmware version). If the ioMemory VSL is not loaded, this
option also requires the - S option.
Attention Use the -f option with care, as it could damage your card.

-1 List the firmware available in the archive.

-p Pretend: Shows what updates would be done. However, the actual firmware is not modified.

-q Runs the update process without displaying the progress bar or percentage.

-y Confirm all warning messages.

-S Updates the devices in the specified slots using "' as a wildcard for devices. The slots are identified in the following

PCle format (as shown in Ispci):

[[[[<domai n>]:]<bus>]:][<slot>][.[<func>]]

All three external LED indicators light up during the update process.
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Appendix B- Monitoring the Health of ioMemory
Devices

This section describes how the health of IBM High IOPS Adapters can be measured and monitored in order to
safeguard data and prolong device lifetime.

NAND Flash and Gomponent Failure

An IBM High IOPS Adapter is a highly fault-tolerant storage subsystem that provides many levels of protection
against component failure and the loss nature of solid-state storage. As in all storage subsystems, component failures
may occur.

By pro-actively monitoring device age and health, you can ensure reliable performance over the intended product life.

Health Metrics

The ioMemory VSL manages block retirement using pre-determined retirement thresholds. The IBM High IOPS
Management Application and the f i 0- st at us utilities show a health indicator that starts at 100 and counts down to
0. As certain thresholds are crossed, various actions are taken.

At the 10% healthy threshold, a one-time warning is issued. See the Health Monitoring Techniques section below for
methods for capturing this alarm event.

At 0%, the device is considered unhealthy. It enters write-reduced mode, which somewhat prolongs its lifespan so data
can be safely migrated off. In this state the IBM High IOPS Adapter behaves normally, except for the reduced write
performance.

After the 0% threshold, the device will soon enter read-only mode — any attempt to write to the IBM High IOPS
Adapter causes an error. Some filesystems may require special mount options in order to mount a read-only block
device in addition to specifying that the mount should be read-only.

For example, under Linux, ext 3 requites that "- 0 r o, nol oad" is used. The "nol oad" option tells the filesystem to
not try and replay the journal.

Read-only mode should be considered a final opportunity to migrate data off the device, as device failure is more likely
with continued use.
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The IBM High IOPS Adapter may enter failure mode. In this case, the device is offline and inaccessible. This can be
caused by an internal catastrophic failure, improper firmware upgrade procedures, or device wearout.

NOTE For service or warranty-related questions, contact the company form which you purchased the device.
NOTE  For products with multiple IBM High IOPS Adapters, these modes are maintained independently for each

device.

Health Monitoring Techniques

fio-status: Output from the f i 0- st at us utility shows the health percentage and device state. These items are
referenced as "Medi a st at us" in the sample output below.

Found 3 ioMenory devices in this system
Fusion-io driver version: 3.0.6 build 364

Adapter: Single Adapter
Fusion-io ioDrive 1.30TB, Product Number:F00-001-1T30-CS-0001,

SN: 113300248, FI O SN: 1134D9565

Medi a status: Healthy; Reserves: 100.00% warn at 10.00% Data: 99.12%

Lifeti me data vol unes:
Physi cal bytes witten: 6,423,563, 326, 064
Physi cal bytes read . 5,509, 006, 756, 312

IBM High IOPS Management Application: In the Device Reportt tab, look for the Reserve Space percentage in the
right column. The higher the percentage, the healthier the drive is likely to be.

SNMP/SMI-S: On Windows or Linux, see the corresponding appendix for details on how to configure SNMP or
SMI-S health indicators.

The following Health Status messages ate produced by the f i 0- st at us utility:
® Healthy
® Read-only

® Reduced-write

® Unknown
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Software RAID and Health Monitoring

Software RAID stacks are typically designed to detect and mitigate the failure modes of traditional storage media. The
IBM High IOPS Adapter attempts to fail as gracefully as possible, and these new failure mechanisms are compatible
with existing software RAID stacks. An IBM High IOPS Adapter in a RAID group will fail to receive data at a
sufficient rate if a) the device is in a write-reduced state, and b) it is participating in a write-heavy workload. In this
case, the device will be evicted from the RAID group. A device in read-only mode will be evicted when write I/Os are
returned from the device as failed. Catastrophic failures are detected and handled just as though they are on traditional

storage devices.
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Appendix C- Using Module Parameters

The following table describes the module parameters you can set by editing the
/ et c/ modpr obe. d/ i omenory-vsl . conf file and changing their values.

Each module parameter in the configuration file must be preceded by opti ons i omenor y-vsl . The
/ et c/ nodpr obe. d/ i omenory-vsl . conf file has some example parameters that are commented out. You may

use these examples as templates and/or uncomment them in order to use them.

NOTE These changes must be completed before the ioMemory VSL is loaded in order to take effect.

Module Parameter Default Description
(min/max)
auto_attach 1 1 = Always attach the device on on driver load.

0 = Don't attach the device on driver load.

fio_dev_wait_timeout_secs 30 Number of seconds to wait for / dev/ f i 0* files to show up during
dtiver load. For systems not using udevV, this should be set to 0 to
disable the timeout and avoid an unneeded pause during driver load.

force_ni ni mal _node 0 1 = Force minimal mode on the device.
0 = Do not force minimal mode on the device.

paral |l el _attach 1 1 = Enable parallel attach of multiple devices.
0 = Disable parallel attach of multiple devices.
preal | ocat e_nenory No devices = For the selected devices, pre-allocate all memory necessary to have the
selected dtive usable as swap space. Where the <val ue> for this parameter is a

comma-separated list of device serial numbers.

tintr_hw wait 0 (0, 255) Interval (microseconds) to wait between hardware interrupts. Also
known as interrupt coalescing. O is off.

use_wor kqueue 3 (1 or3) Linux only: 3 = use standard OS 1/O elevators; O = bypass.

NOTE Other than preal | ocat e_menory, module parameters are global — they apply to all IBM devices in the
computet.
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Appendix D- Setting Up SNMP

The fi 0- snnp- agent x SNMP agent is an RFC 2741-compliant AgentX sub-agent. It can work with any
RFC-compliant SNMP agent, such as Net-SNMP. The master SNMP agent defers queries to f i 0- snnp- agent x for
supported MIBs.

SNMP Master Agent

The fi 0- snp- agent X, provided in the fi 0- uti | package, requires an already-installed SNMP master agent. The
SNMP master agent must support and be configured for AgentX connections (see

http:/ /www.ietf.org/rfc/rfc2741.txt). The f i 0- snnp- agent x is tested and verified with Net-SNMP, which is the
typical SNMP agent provided with most Linux distributions.

There are several agents available that support this functionality. If you choose to use Net-SNMP, then use the
instructions in the following sections to configure and launch it.

Launching the SNMP Master Agent
Install the Net-SNMP package using the package manager for your version of Linux.
Red Hat

Use the following command to install Net-SNMP on Red Hat:

yuminstall net-snnmp rsync

Other Linux Vetsions

Use the standard system package manager to install the Net - SNIMP package on your Linux distribution. The
fio-snnp-m b package places MIB files in / usr/ share/ fi o/ m b.

Configuring the Master Agent

You can configure the Net-SNMP master agent daemon to set the network communications parameters, security, and
other options by using the snnpd. conf text file. The location of this file is system-dependent; often it is in
/ etc/snnmp or/ usr/ shar e/ snnp.

A simple snnmpd configuration file might include the following:
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# set standard SNWVP vari abl es

syslocation "Data room third rack"

syscontact itguy@xanple.com

# required to enabl e the Agent X protocol

mast er agent x

agent xsocket tcp: |l ocal host: 705

#set the port that the agent listens on (defaults to 161)

agent address 161

# sinple access control (some formof access control is required)
rocomunity public

Running the Master Agent

Once you install and configure the master agent, you must start or restart the snnmpd daemon for the new parameters
to take effect. You can simply run snnpd from its installed location (often / usr/ sbi n — see the snnmpd man page for
options). It typically needs root privileges to run properly. You can also use the snnpd startup script in
letc/init.d or /etc/rc.d/init.d.If youare concerned about security, use the more advanced SNMPv3
access control instead of the r ocommuni ty and rwconmuni ty access control directives as outlined in the relevant

man page.

Fusion-io SNMP AgentX Subagent

Attention 'The SNMP agent requires the libvsl RPM package. This should have been installed as part of the ioMemory
VSL installation. It is available for download at
http://www.ibm.com/support/entry/portal /docdisplay?lndocid=MIGR-5083174

Installing the IBM SNMP Subagent

1. Download the IBM SNMP packages from
http:/ /www.ibm.com/support/entry/portal /docdisplay?lndocid=MIGR-5083174.

2. Install the package using your operating systems package manager. For instance, on Red Hat, run the following:

rpm-Uvh fio-snnp-*.rpm

The SNMP package places its MIB files in / usr/ shar e/ fi o/ m b.
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Running and Configuring the IBM SNMP Subagent

1. Configure the subagent by creating a fio-snmp-agentx.conf file.
2. Store this .conf file in the / opt / f i o/ et ¢/ snnp directory.

3. At a minimum, set the agent network parameters in this file similar to the following:

# required to enabl e the Agent X protocol

agent xsocket tcp: |l ocal host: 705

This must match the AgentX network parameters in the snnpd. conf file for the master agent. For further AgentX
configuration information, consult the man pages or visit http://www.net-snmp.org.

The fi 0- snnmp-agent x st ar t up script will launch automatically at boot time once the installation and

configuration is complete.

Manually Running the IBM SNMP Subagent
If you need to run the IBM SNMP Subagent manually, follow these steps:

1. After the SNMP master agent is started, start the subagent by running this command:

[ usr/ bin/fio-snnp-agentx

This command launches the IBM subagent using the Net-SNMP configuration file named
fi o-snnp-agent x. conf . This file must reside in one of the / opt / fi o/ et ¢/ snnp directory.

2. You can now view the IBM High IOPS Adapter management information using an SNMP MIB browser or by
using a network management system accessing FI G oDrv. mi b (in/ usr/ shar e/ fi o/ ni b).

Subagent Log File

The IBM SNMP subagent can maintain a log file regarding its own activities. This file is separate from the MIB, as it
includes entries on the subagent's communications with the master agent, including any errors or intermittent issues.

To have the subagent maintain this log file, include the - | parameter and a path to the log file as part of the command

in running the subagent. For example, this command:

fio-snnp-agentx -1 /usr/snnp/subagent.| og

keeps the subagent log file as subagent . | 0g, in the / usr/ snnp directory.
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The IBM SNMP subagent is now ready to monitor your device.

Using the SNMP Sample Config Files

When you install SNMP, the following sample config files are available:

® /usr/share/doc/fio-snnp-agent x/ conf/snnmpd. conf/ (master agent)

® /usr/share/doc/fio-snnp-agent x/ conf/fio-snnmp-agent x. conf/ (sub-agent)

To customize and use the sample config files,

1. Rename your snnpd. conf file (such as to snnpd- ori g. conf) and your f i 0- snnp- agent x. conf file
(such as to f i 0- snnp- agent x- ori g. conf). The snnpd. conf file usually reside in / et ¢/ snnp or
[ usr/share/ snnmp. The fi 0- snnp- agent x. conf file resides in the / opt / f i o/ et ¢/ snnp directory.

2. From the / usr/ shar e/ doc/fi o- snmp-agent x/ conf/ directory, copy the sample snnpd. conf file and
the sample f i 0- snnp- agent x. conf file to the appropriate directories.

3. Edit the sample files you copied and save your changes as snnpd. conf and fi o- snnp- agent x. conf .

Enabling SNMP Test Mode

When the SNMP Agentx runs, it reads the f i 0- snnp- agent x confi g file:
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# Exanple config file for fio-snnp-agentx SNVP Agent X subagent.
#

# Fusion-io, Inc. #
agent xsocket tcp: |l ocal host: 705

# test _node_enabl ed

# set to 1, true or yes to enable 0, false or no to disable (default: false)
test _node_enabl ed true

# traps_enabl ed

traps_enabl ed true

# testnode file

# nane of test node file (default: testnode.ini)

testnode fil e testnode.ini

# updat e_del ay
# del ay between agent polling requests in milliseconds (default: 250)
updat e_del ay 100

# mb_sel ect

# set to fio for FUSIONIO I ODRV-M B or cpq for CPQ ODRV-M B (default: fio)
mb _select fio

HHHHAH B RHH R R R R R R R R R R R R R R R R R

Conditions for test mode are described below.

1. If the Admin has set the t est _npde_enabl ed parameter from TRUE to FALSE, the IBM SNMP does not
try to run test mode. Instead, it continues processing data as usual from the ioMemory VSL, storing the data in
the MIB.

. If the CONF file says that t est _npde_enabl ed is TRUE, the SNMP subagent reads the t est node. i ni is
read periodically by the subagent to check for any changes. A sample testmode.ini file is installed in
[ usr/ share/ doc/fio-snnp-agent x/ conf.

3. If the t est mode. i ni file shows the test mode is set to ON, then it engages the test mode.
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4. If test mode is ON, the SNMP Agentx reads the next line, Test Model ndex, to identify which ioMemory
module (DIMM) to test. The number in this parameter is the PCle device number shown using f i 0- st at us
such as:

PCl:01:00.0

The first two numerals identify the PCle bus number (in this case, 01). This bus number is reported in
hexadecimal, whereas the Test Model ndex in the t est node. i ni file must be specified in decimal. The
converted number should be entered into t est node. i ni . The Test Model ndex must be a valid bus number
of an IBM High IOPS Adapter installed in the system.

The IBM SNMP subagent now replaces any existing ioMemory VSL data it may have (for the IBM High IOPS
Adapter specified by TestModelndex) with any populated fields in the list of parameters. If a field is not populated,
Agentx retains the existing data and reports it to the MIB. If there is a value in a field, then the Agentx replaces that
data and reports it to the MIB.

The subagent continues in test mode until the . | NI file parameter is set to OFF. The test mode information is
described in the t est node. i ni file:

# SNMP Test Mbde sample file.
# These val ues may be used to test the SNWP subsystemwhen it is in test
node.

[ SNMP Agent Test Mbde]
Test Mbde = of f
Test Mbdel ndex =0

# InfoState: Note that the follow ng states nay change, but current
definitions are:

# 0 = unknown

= det ached

= attached

= m ni mal node

= error

det achi ng

= attaching

= scanni ng

= formatting

= updating firnmnare
attach

= det ach

= fornmat

= update

© 0O ~NO UL WNPE
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I nfoState =2

I nf ol nt er nal Tenp = 45

I nf oAnbi ent Tenp = 35

I nf oWear out | ndi cat or =2 ; 2=nornal,
I nf oW i t abl el ndi cat or =2 ; 2=normal,
3=unknown

I nf oFl ashbackl ndi cat or =2 ; 2=nornal,
Ext nTot al PhysCapacityU = 23

Ext nTot al PhysCapaci tyL = 215752192

Ext nUsabl ePhysCapacityU = 21

Ext nUsabl ePhysCapacityL = 7852192

Ext nUsedPhysCapaci tyU =4

Ext nUsedPhysCapaci t yL = 782330816

Ext nTot al LogCapaci tyU = 18

Ext nTot al LogCapaci tyL = 2690588672

Ext nAvai | LogCapaci t yU = 14

Ext nAvai | LogCapaci tyL = 3870457856

Ext nByt esReadU = 18

Ext nByt esReadL = 3690588672

Ext nBytesWittenU = 4

Ext nByt esWittenL = 2578550816

I nf oHeal t hPer cent age = 95

I nf oM ni nal ModeReason =7

2=l ow power,

6=card linmt,

8=unsupported CS,

I nf oReducedW it eReason =0

bl ocks,

5=wear out ,

8=power limt
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1=device is wearing out.

1=non-witabl e,

O=write-reduced,

1=f 1 ashback protection degraded.

O=unknown, 1=fw out of date,

3=dual plane failure, 5=internal,

7=not in m ninal

9=I ow nenory

node,

O=none, 1=user requested, 2=no nd

3=no nenory, 4=failed die,

6=adapt er power,

7=i nternal ,
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InfoMIIliVolts = 12000

InfoM I 1i Vol t sPeak = 12100

InfoMIliVoltsMn = 11900

InfoMIIliWatts = 6000

InfoM I |i WAt t sPeak = 15000

InfoM I i Anps = 500

I nfoM | | i AnpsPeak = 1000

I nf oAdapt er Ext Power Pr esent =1 ; l=present, 2=absent

| nf oPower | ossPr ot ect Di sabl ed = 2 ; l=powerl oss protection avail abl e but
di sabl ed

; 2=any ot her powerl oss protection
condi tion

SNMP MIB Support

The following SNMP MIB fields are supported in Linux:

f usi onl oDi M bRevMaj or fusi onl oDi M nf oAdapt er Type

f usi onl oDi M bRevM nor f usi onl oD mm nf oAdapt er Por t

f usi onl oDi M BCondi ti on f usi onl oD mm nf oAdapt er Seri al Nunber

f usi onl oDi M nf ol ndex f usi onl oD mm nf oAdapt er Ext Power Pr esent
fusi onl oDi nm nf oSt at us fusi onl oDi mm nf oPower | ossPr ot ect Di sabl ed
fusi onl oDi N nf oName fusi onl oDi mm nf ol nt er nal TenpHi gh

f usi onl oDi mm nf oSeri al Nunber f usi onl oDi mr nf oAnbi ent Tenp

f usi onl oDi mm nf oPar t Nunber f usi onl oDi mm nf oPCl Bandwi dt hConpati bility

f usi onl oDi mm nf oSubVendor Par t Nunber  f usi onl oDi nm nf oPCl Power Conpati bility

f usi onl oDi Nl nf oSpar ePar t Nunber fusi onl oDi mm nf oAct ual Gover ni ngLevel

f usi onl oDi nml nf oAssenbl yNunber fusi onl oDi mm nf oLi f espanGover ni ngLevel

f usi onl oDi mm nf oFi r mnvar eVer si on f usi onl oDi mm nf oPower Gover ni ngLevel

f usi onl oDi mm nf oDri ver Ver si on fusi onl oDi mm nf oTher mal Gover ni nglLevel

f usi onl oDi nm nf oUI D f usi onl oDi mm nf oLi f espanGover ni ngEnabl ed
fusi onl oDi mm nf oSt at e fusi onl oDi m nf oLi f espanGover ni ngTgt Dat e

f usi onl oDi mm nf od i ent Devi ceNane f usi onl oDi mrExt nl ndex
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f usi
f usi
f usi
f usi
f usi
fusi
fusi
f usi
f usi
f usi
fusi
fusi
fusi
fusi
fusi
fusi
f usi
f usi
f usi
f usi

f usi

onl oDi nm nf oBeacon

onl oDi mm nf oPCl Addr ess

onl oDi nm nf oPCl Devi cel D

onl oDi nm nf oPCl Subdevi cel D
onl oDi nm nf oPCl Vendor | D

onl oD nm nf oPCl Subvendor | D
onl oDi nm nf oPCl S| ot

onl oDi nm nf oWear out | ndi cat or
onl oDi nm nf oFl ashbackl ndi cat or
onl oDi mm nf oW i t abl el ndi cat or
onl oDi m nf ol nt er nal Tenp

onl oDi mr nf oHeal t hPer cent age
onl oDi nm nf oM ni mal ModeReason
onl oDi nm nf oReducedW it eReason
onloDimm nfoM | liVolts

onl oDi mm nfoM | | i Vol t sPeak
onl oDi nm nfoM I1iVoltsMn

onl oDinm nfoM I | i Watts

onl oDi nm nf oM | | i Wt t sPeak
onl oDi mr nfoM | | i Anps

onl oDi i nfoM | | i AnpsPeak
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onl oDi
onl oDi
onl oDi
onl oDi
onl oDi
onl oDi
onl oDi
onl oDi
onl oDi

onl oDi

i mExt nTot al PhysCapaci tyU
i MExt nTot al PhysCapaci tyL
i Ext nTot al LogCapaci t yU

i Ext nTot al LogCapaci tyL

i MExt nByt esReadU

i mrExt nByt esReadL

i MExt nBytesWittenU

i MExt nBytesWittenL

i MrExt nFor mat t edBl ockSi ze
i mExt nCur r ent RAMUJsageU

mrExt nCur r ent RAMJsagelL
nmExt nPeak RAMUsageU
nmExt nPeak RAMUsagelL
mmAéar out Tr ap

nmNonW i t abl eTr ap

nl ashbackTr ap
nmrenpHi ghTr ap
nmMrempCk Tr ap

myError Tr ap

nmPower | ossPr ot ect Tr ap
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Appendix E- SMI-S Interface

Attention 'The SMI-S provider has a new CIM namespace: r oot/ fi o

Introduction to the SMI-S Interface

The SMI-S interface is based on Web-Based Enterprise Management (WBEM) and provides a Common Information
Model (CIM) model that represents the IBM High IOPS Adapter and associated software, in accordance with existing
Distributed Management Task Force (DMTT), Storage Networking Industry Association (SNIA), and Storage
Management Initiative Specification (SMI-S) standards. This model permits backward-compatible extension,
accommodating new hardware and software features developed by IBM.

It is assumed that the reader is versed in WBEM, SMI-S and DMTF standards. This document and associated model
may change at any time as feedback is received.

References

CIM Schema v2.22
http://www.dmtf.ore/standards/cim/cim_schema_v2220

DMTTF DSP1011, Physical Asset Profile
http://www.dmtf.ore/standards/published_documents/DSP1011_1.0.2.pdf

DMTTF DSP1023, Software Inventory Profile
http://www.dmtf.ore/standards/publisheddocuments/DSP1023 1.0.1.pdf

DMTTF DSP1033, Profile Registration Profile
http://www.dmtf.ore/standards/publisheddocuments/DSP1033 1.0.0.pdf

DMTF DSP1075 PCI Device Profile
http://www.dmtf.ore/standards/published documents/DSP1075 1.0.0.pdf

DMTF DSP1002, Diagnostics Profile
http://www.dmtf.ore/standards/published documents/DSP1002_2.0.0.pdf

SMI-S v1.4 Architecture
http://www.snia.org/sites/default/files/SMI-Sv1.4r6 _Architecture.book .pdf

SMI-S v1.4 Common Profiles
http://www.snia.org/sites/default/files/SMI-Sv1.4r6_ CommonProfiles.book .pdf
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http://www.dmtf.org/standards/cim/cim_schema_v2220
http://www.dmtf.org/standards/published_documents/DSP1011_1.0.2.pdf
http://www.dmtf.org/standards/published_documents/DSP1023_1.0.1.pdf
http://www.dmtf.org/standards/published_documents/DSP1033_1.0.0.pdf
http://www.dmtf.org/standards/published_documents/DSP1075_1.0.0.pdf
http://www.dmtf.org/standards/published_documents/DSP1002_2.0.0.pdf
http://www.snia.org/sites/default/files/SMI-Sv1.4r6_Architecture.book_.pdf
http://www.snia.org/sites/default/files/SMI-Sv1.4r6_CommonProfiles.book_.pdf

SMI-S v1.4 Host Profiles
http://www.snia.org/sites/default/files/SMI-Sv1.4r6_Host.book .pdf

SMI-S v1.4 Common Diagnostic Model
http://www.dmtf.ore/standards/memt/cdm/

Installing the SMI-S WMI Provider on Linux

The IBM SMI-S provider implements a standard WBEM interface based on DMTF and SNIA standards for remote
management of IBM High IOPS Adapters. The provider is a CMPI-based provider and should work with popular
CIMOMs including SFCB, OpenPegasus, and Open WBEM. We also have a version that supports WMI on Windows.

In order to use the provider, a CIMOM must be installed and configured. The provider and associated MOF files must
then be installed and registered with the CIMOM. The MOF files define the CIM objects available from the SMI-S

provider.

Initially, the provider has been tested with SFCB on Linux and WMI on Windows.

1. Install the SFCB CIM broker (CIMOM).
® On RHEL-like: Install sbl i m sfcc, sbl i m sfcc-devel ,ci mschema-2. 21. 0,sbl i msfch,

sblimindication-hel per,sblimcnpi-baseandsblimtestsuite
NOTE RPMs available for SLES, RHEL, and others on OpenSUSE Build Setvice.

2. Configure SFCB: Copy the file (sf cb. cfg) to/etc/sfcb

3. Install SMI-S provider: Install f i 0- smi s package from IBM distribution and copy
fusr/lib/fiol/libfiosmis.soto/usr/lib/sfcb (or/usr/lib64/sfch asappropriate).

4. Register the SMI-S provider with SFCB:

cd /usr/share/fio/cim

sh /usr/share/sblimcnpi-base/provider-register.sh -r
fiosm s.registration ci m222-dntf. nof

5. Restart SFCB:

$ /etc/init.d/sfcb restart

Linux Testing

The wbenctl i utility can be used to test the SMI-S provider.
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1. Query the provider for the ioMemory VSL version and the firmware version for each IBM High IOPS Adapter
in the system:

$ wbentli -nl ei http://1ocal host:5988/root/cinv2: Fl O Softwareldentity

The output should look something like this (values may change as development continues):

| ocal host: 5988/ root/ci mv2: Fl O Sof twarel dentity. | nstancel D="Fusion-io
drive driver”

-l nstancel D="Fusion-io drive driver"

- Tar get Types=

- O her Ext endedResour ceTypeDescri pti on=

- M nExt endedResour ceTypeRevi si onNunber =

2. Query the SMI-S provider for each IBM High IOPS Adapter's health:

wbentli -nl ei http://1ocal host:5988/root/cinv2: Fl O | oMenoryPort

The output should look something like this (values may change as development continues):

| ocal host: 5988/ root/ci m/2: Fl O_| oMenor yPort . Devi cel D="fct 1", Creati onCl assh

3. Query capacity and usage counters of a specific IBM High IOPS Adapter (in this case fct0):

$ wbentli -nl gi
http://1 ocal host:5988/root/cinmv2: Fl O SSDSt ati sti cs. I nstancel D="fct 0"

The output should look something like this (values may change as development continues):

| ocal host: 5988/ root/ci mv2: Fl O SSDSt ati stics. | nstancel D="fct0"
-l nstancel D="fct 0"

-WiteQperations=0

- ReadOper ati ons=6887

- Physi cal MByt esWitten=1523769

The Linux SMI-S provider can be tested remotely with the wbenct! i utility by replacing | ocal host in the examples
above with the hostname or IP address of the remote host. This method cannot be used to test the Windows SMI-S
provider remotely, howevert, since (of course) Windows doesn't follow the emerging standard.

The SMI-S provider indications can be tested as well.
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Description

SMI-S is a collection of specifications that traditionally focus on Storage Area Network (SAN) systems based on the
SCSI command set, such as Fibre Channel, iSCSI, and SAS. However, the general pattern used to model these storage
systems can be applied to solid-state, direct-attached storage systems such as those provided by IBM.

IBM High IOPS Adapters are modeled using the SMI-S patterns established in the Storage HBA, Direct Attached
(DA) Ports, and Host Discovered Resources Profiles. The physical aspects of the IBM High IOPS Adapter and all
firmware and ioMemory VSL software are modeled using published DMTTF specifications, including the Physical
Asset, Software Inventory, PCI Device Profiles, and Common Diagnostic Model Profile.

The following chart describes the IBM SMI-S CIM model, with IBM High IOPS Adapters and their associated
firmware and software. For simplicity, the prefix FIO_ has been removed from the class names.

HostedService i D
ComputerSystem
1
i SystemDevice
14 " HostedAccessPoint
SystemPakkaging — e ™
) SystemDevice 1 8 H
M - 6 ! Systﬁﬂcw:c{}' 3 Logical 55D
PhysicalPackage InstalledSoftwareidpntity :
Systembaevice fdevfinX
wi -
o 1 F driver: 9 MediaPrpsent
AssociptedSensor Softwareldentity ; .
SystemDevice Redizes
i N 13 StorageExtent
TemperatureSensor
5 ElementSoffwareidentity
2 L a1 10 capavailabierereibment
InstallgdSoftwareldentity E |OMemoryPortController '
o-
firmwane: K ProtocolEndpoint
Software ldentity G
ControlledBy
r 1 7
" P ae s
v B Concreteldentit DeviceSAPImplementation
| - y_ A IoMemaryPort pem .
11 ElementSaftwareldent ty PCitigvice 1 1 Ty E
fdewffctX
L I | —
SoftwarelnstallationService |- ElementStatistic Data
ServiceAffectsElement - c

SSDStatistics

A: IOMemoryPort Class

The central instance of the model is of the | OMeror yPor t class (A in the figure), a logical representation of the IBM
High IOPS Adapter. It supportts the extrinsic methods necessary to provision the drive. An instance of PCl Devi ce
(B) and | OMenDr yPor t exist for each installed IBM High IOPS Adapter, and they are associated with instances of
Concreteldentity (1). Aninstance of SSDSt at i sti cs (C), which contains important performance and capacity
data for the device, is associated by an El ement St at i sti cal Dat a association (2) to each | OVenor yPort .

| OMenor yPor t is scoped by an instance of the Conmput er Syst emclass. The Syst enDevi ce (3) aggregation
aggregates | OMenor yPor t within the containing Conput er Syst em
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E: IOMemoryPortController Class

An instance of | OMeror yPor t Cont r ol | er (E) represents the ioMemory VSL used to control the installed IBM
High IOPS Adapters. | OMenor yPor t Cont r ol | er specializes CI M_Por t Cont r ol | er, and it aggregates

| oMeror yPor t with the Cont r ol | edBy (4) aggregation. The software version and vendor information are
represented by the Sof t war el dent i ty (F) instance that is associated to | OMenor yPort Control | er (E) via

El ement Sof t war el dent ity (5). The Sof t war el dent ity that represents the installed ioMemory VSL software
is associated to the scoping Conmput er Syst emusing the | nst al | edSof t war el dent i ty association (6).

An instance of the Pr ot ocol Endpoi nt class (G) represents both ends of the logical data path between the

| OMenor yPor t and the solid-state storage. This aspect of the model is derived from the pattern in the DA Ports
Profile, where the port is both an initiator and target. Pr ot ocol Endpoi nt is associated to the | OMenor yPor t by
Devi ceSAPI npl ement at i on (7) and to the Conput er Syst emby Host edAccessPoi nt (8).

H: LogicalSSD Class (Block Device)

The block device exposed to applications (file systems, database, and logical volume manager) is modeled using an
instance of Logi cal SSD (H), a subclass of Cl M_Di skDr i ve. It is associated with a St or ageExt ent (J) using the
Medi aPr esent association (9), but the St or ageExt ent will always be present. It is also associated to the

Pr ot ocol Endpoi nt (G) representing the | OMeror yPor t using SAPAvai | abl eFor El enent (10) and to the
scoping Conput er Syst emusing Syst emDevi ce (3).

IBM High IOPS Adapters, being PCle devices, are also represented by an instance of the PCl Devi ce class (B).
| OMeror yPor t is an alternate representation of the PCl Devi ce and its associated control device. It is associated to
it by the Concr et el dent i t y association.

K: Softwareldentity

The ioMemory VSL software is also represented with Sof t war el dent i ty, which is associated to the PCl Devi ce
by the El enent Sof t war el dent ity association (11). The Sof t war el denti ty (firmware) is associated to the
scoping Conput er Syst emby the | nst al | edSof t war el dent ity association (12). An instance of

Sof twar el nstal | ati onSer vi ce (L) is associated with each PCl Devi ce, which can be used to update device
firmware.

M: Physical Aspects
The physical aspects of IBM High IOPS Adapters are represented by an instance of the Physi cal Package class
(M), which is associated to the PCl Devi ce by Realizes (13) and to the scoping Conput er Syst emby

Syst emPackagi ng (14). The temperature sensors on IBM High IOPS Adapters are represented by an instance of
Tenper at ur eSensor (N) and is associated to the Physi cal Package by Associ at edSensor .

Implementation

This section describes the arrangement of instances and associations for the IBM device CIM model. Not all class
properties are described in detail. Consult the CIM schema for detailed description of all properties.

The device health is indicated by the value of the Heal t hLevel property. Values include: Healthy, Warning, Reduced
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Write, and Read Only. These values are mapped to st andar dHeal t hSt at e values — OK, Degraded/Warning, and
Critical Failure — as appropriate.

Extrinsic methods for device provisioning include attach, detach, format, and update. The attach method creates a
block device for the IBM High IOPS Adapter. Detach disables the block device. A format option enables users to
specify the device size in either megabytes or a percentage. The update method allows users to upgrade the firmware
on the device.

Device longevity is indicated by the value of the Heal t hPer cent age property. Fl ashbackAvai |l ability
indicates whether or not this feature of the IBM High IOPS Adapter is online.

| OVenor yPor t s are aggregated by | Ovenor yPor t Cont r ol | er via the Cont r ol | edBy aggregation. Instances of
| OVenor yPor t are associated to their corresponding PCl Devi ce with the Concr et el dent i ty association. The

| Overor yPor t is a logical device of the scoping Conput er Syst emand is indicated as such by the Syst enDevi ce
aggregation.

Products with two or more IBM High IOPS Adapters, such as the IBM High IOPS Duo Adapter do appear like two
separate IBM High IOPS Adapters. For products with multiple devices, the | OMenor yPor t class is extended to
include information about the carrier card type, serial number, and external power connection for the product as a
whole.

IOMemoryPort

One instance of | OMenor yPor t exists for each IBM High IOPS Adapter installed in the Conrput er Syst em

The Locat i onl ndi cat or property reflects the state of the device indicator beacon (e.g., all LEDs on solid).
Reading the value gives the cutrent state of the indicator. Writing the value with "On" or "Off" turns the indicator on
or off and can be used to determine the device's physical location.

SSDStatistics

One instance of SSDSt at i sti ¢s exists for each | OMenor yPor t instance. Properties of this object provide
performance and capacity information. Some of this information is only available when the drive is attached (i.e., the
state of the associated | OMenor yPor t is "Attached").

IOMemoryPortController

Only one instance of | OMenor yPor t Cont ol | er exists, representing the ioMemory VSL software used to control
| Overnor yPor t's. The | OMerror yPor t Control | er specializes the CIl M_Port Control | er.

| Overror yPor t Control | er is aggregated to the scoping Conput er Syst emusing the Syst enDevi ce
aggregation. | OMenDr yPort Cont r ol | er is associated with a Sof t war el nvent or y instance representing the
ioMemory VSL softwate properties via the El ement Sof t war el dent i t y association.
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ProtocolEndpoint

One instance of Pr ot ocol Endpoi nt exists for each instance of | OMenor yPor t . It is associated to the

| Overor yPor t using Devi ceSAPI npl ement at i on and to Logi cal SSD using SAPAvai | abl eFor El emrent .
Because an | OVenor yPor t represents both the initiator and target ports, only one Pr ot ocol Endpoi nt per

| Ovenor yPort is needed to model the connection between | OMenor yPort and Logi cal SSD.

LogicalSSD

One instance of Logi cal SSD, a subclass of CI M_Di skDri ve, exists for each block device (/ dev/ fi 0X) exposed by
an IBM High IOPS Adapter. Correlatable IDs are used, based on operating system device names. This enables client
applications to associate block devices discovered through this model with resources discovered from other SMI-S
models instrumented on the host system.

ComputerSystem aggregates Logi cal SSDs via Syst enDevi ce. The Logi cal SSDinstances are associated to their
Pr ot ocol Endpoi nt s via SAPAvai | abl eFor El enent . If the | Ovenor yPor t associated to the endpoint is not
attached, then the Availability property is set to "Off Line," and the DevicelD property value is "Unknown."

StorageExtent

One instance of St or ageExt ent is associated with each Logi cal SSD and represents the logical storage of the
associated device.

Softwareldentity

One instance of Sof t war el dent i ty exists to represent the ioMemory VSL software. The firmware is also modeled
using Sof t war el dent i ty but requires an instance for each IBM High IOPS Adapter installed. The | sEntity
property has a value of Tr ue, indicating that the Sof t war el dent i t y instance corresponds to a discrete copy of the
ioMemory VSL software or firmware. The Maj or Ver si on, M nor Ver si on, Revi si onNunber , and

Bui | dNunber properties convey the driver/firmwate version information. The Manuf act ur er property can be
used to identify Fusion-io.

Another option for the firmware is to omit the | nst al | edSof t war el dent i t y association with
Conput er Syst em because the firmware is not really installed on Conput er Syst em This option would depend on
how usetrs want to model the firmware.

SoftwarelInstallationService

An instance of Sof t war el nst al | ati onSer vi ce exists for each PCl Devi ce and can be used to update the
associated device's firmware.

PCIDevice

An instance of PCl Devi ce is instantiated for each IBM High IOPS Adapter (PCle card) in the computer. Properties
are set as follows:

® BusNumber — bus number where the PCle device exists
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® Devi ceNunber — device number assigned to the PCI device for this bus.

® Functi onNunber — set to the function number for the PCI device.

® Subsystem D, Subsyst emendor | D, PCl Devi cel D, Vendor | D, and Revi si onl Date optional but can
be populated if values can be extracted from the configuration registers of the PCI device.

PCI Devi ce is associated with | OVenDr yPor t , its alternate logical representation, using Concr et el denti ty. The
PCI Devi ce is also associated with Physi cal Package, representing the physical aspects of the IBM High IOPS
Adapter, via Real i zes.

PhysicalPackage

One instance of Physi cal Package exists for each discrete, physical IBM High IOPS Adapter installed in the
computer system. The Manuf act ur er, Model , SKU, Ser i al Nurber , Ver si on, and Par t Nurmber properties can
be used to describe these aspects of the physical card. Physi cal Package is associated with PCl Devi ce via

Real i zes and the scoping Conput er Syst emvia Syst enPackagi ng.

TemperatureSensor

One instance of Tenper at ur eSensor exists for each Physi cal Package. Temperature information for the drive
is stored in the properties of this object.

Diagnostic Test

One instance of Di agnost i cTest will exist. The RunDi agnosti ¢() method will trigger a snapshot of device
status for the specified ManagedEl enment which must be an instance of | oMenor yPor t . The diagnostic run is
synchronous and runs instantaneously. The resulting Concr et eJob object will associate to the originating

Di agnost i cTest instance and the respective | oMeror yPor t instance that was specified (see Figure 2). At this
time, RunDi agnosti c() can only be used with the default Di agnost i cSet ti ngDat a provided.

Each run will add a single entry of Di agnosti cSet ti ngDat aRecor d and associated

Di agnost i cConpl eti onRecor d in the Di agnost i cLog. The Recor dDat a property of the

Di agnhosti cConpl eti onRecor d will record critical device status at the time of the run. The format of the
Recor dDat a string can be found in the Recor dFor mat property.

The format is a series of status strings, each of which can hold one of the following values delimited by an asterisk (¥)
character: "Unknown", "OK", "Warning", or "Errot". Currently, seven status values are recorded: Wear out St at us,
WitabilityStatus, Fl ashbackSt at us, Tenper at ur eSt at us, M ni mal ModeSt at us, Pci St at us and

I nt er nal Error St at us. All of these should report "OK" under normal operating conditions.

WearoutStatus will be set to "Warning" when less than 10% reserve space is left on the device. It will be set to "Error”
when there is no more reserved space.

® WitabilityStatus will be set to "Error" whenever the device is write throttling or in read-only mode.
This can happen due to a variety of conditions including device wearout and insufficient power.

® Fl ashbackSt at us will report "Warning" if a catastrophic error causes Flashback protection to be degraded.
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® Tenper at ur eSt at us will report "Warning" when the device temperature is nearing the maximum safe
temperature and "Error" when the maximum safe temperature is reached or surpassed.

M ni mal MbdeSt at us will report either "Warning" or "Error" whenever the device is in minimal mode.
® Pci St at us will report "Warning" or "Error" if there are compatibility problems with the host PCle bus.

® Internal Error Status will report "Error" if there are any internal problems with the ioMemory VSL.
The Conpl et i onSt at e property will summarize the results and may be set to Unknown, OK, Warning or Failed. If
any status is in error the state will report as Failed. Otherwise, if there is any warning status the state will report
Warning. The Message property will be set to indicate the appropriate action if there are any warnings or errors.

DiagnosticSetting Data

There will be an instance of Di agnost i cSet ti ngDat a associated with the Di agnost i cTest instance (see Figure
2). It records the default settings for each call to RunDi agnosti c.

DiagnosticServiceCapabilities

There is an instance of Di agnost i cSer vi ceCapabi | i ti es associated with the Di agnost i cTest instance
which records the capabilities of the Di agnosti cTest setvice.

DiagnosticLog

An instance of Di agnost i cLog is associated with the Di agnost i cTest instance and will store the results of each
run.

DiagnosticSettingRecord

A copy of the default Di agnost i cSetti ngDat a will be stored in a Di agnost i cSet ti ngDat aRecor d each time
a diagnostic is run and will be associated with an instance of Di agnost i cConpl et i onRecor d.

DiagnosticCompletionRecord

An instance of Di agnost i cConpl et i onRecor d will store the results of each RunDi agnost i ¢ execution. The
details are explained in Di agnosti cTest.

RegisteredDiskDriveLiteProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Disk Drive Lite Profile. The following properties are set as follows:

® | nstancel D—setto"SNI A: Di skDri veLiteProfile-1.4.0"

® Regi steredOrgani zation —setto "11" (SNIA)

® Regi st eredNane —set to "Di rect Access Ports Profile"
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® Regi st eredVersion—setto"1.4.0"

RegisteredDAPortsProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the DA Ports Profile. The properties are set as follows:

® | nstancel D—setto "SNI A: DAPort sProfile-1.4.0"

® Regi steredOrgani zati on —setto "11" (SNIA)
® Regi st eredNanme —set to "Di rect Access Ports Profile"

® Regi steredVersion—setto"1.4.0"

RegisteredStorageHBAProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Storage HBA Profile. The properties ate set as follows:

® |nstancel D—setto"SNI A: St orageHBAProfile-1.4.0"
® Regi steredOrgani zation —setto "11" (SNIA)
® Regi st eredNanme —set to "St orage HBA Profile"

® Regi steredVersion—setto"l.4.0"

RegisteredHostDiscoveredResourcesProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Host Discovered Resources Profile. The properties are set as follows:

® | nstancel D—setto "SNI A: Host Di scover edResourcesProfile-1.2.0"

® Regi steredOrgani zati on —setto "11" (SNIA)
® Regi st eredNane —set to "Host Di scovered Resources Profile"

® Regi steredVersion—setto"1.2.0"

RegisteredPCIDeviceProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the PCI Device Profile. The properties are set as follows:

® | nst ancel D—set to "DMIF: DSP1075- PCl Devi ce-1. 0. 0a"

® Regi steredOr gani zati on —set to "2" (DMTF)

® Regi st eredName —set to "PCl Devi ce Profile"
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® Regi st eredVersion—setto"1. 0. 0a"

RegisteredSoftwareInventoryProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Software Inventory Profile. The properties are set as follows:

® | nstancel D—set to "DMIF: DSP1023- Sof t war el nventory-1.0. 1"
® Regi steredO gani zati on —set to "2" (DMTE)
® Regi st eredNanme —setto "Software I nventory Profile"

® Regi steredVersion—setto"1.0. 1"

RegisteredSoftwareUpdateProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Software Update Profile. The properties are set as follows:

® | nstancel D— set to "DMIF: DSP1023- Sof t war eUpdat e- 1. 0. 0"
® Regi steredOr gani zati on —set to "2" (DMTF)
® Regi st eredNanme —setto "Software Update Profile"

® Regi steredVersion—setto"1.0.0"

RegisteredPhysicalAssetProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Physical Asset Profile. The properties are set as follows:

® | nstancel D—set to "DMIF: Physi cal Asset Profile-1.0.2"

® Regi steredOrgani zati on —setto "2" (DMTF)
® Regi st er edNane —set to "Physi cal Asset Profile"

® Regi steredVersion—setto"1.0.2"

RegisteredSensorsProfile

Only one instance of this class is needed. It resides in the / r oot / i nt er op namespace and indicates the
implementation of the Sensors Profile. The properties are set as follows:

® | nstancel D—setto "SNI A: SensorsProfile-1.0.0"

® Regi steredOrgani zati on —setto "11" (SNIA)

® Regi st eredName —set to "Sensors Profile"
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® Regi st eredVersion—setto"1.0.0"

RegisteredCommonDiagnosticProfile

Only one instance of this class is needed. It will reside in the / r oot /i nt er op namespace and indicate the
implementation of the Common Diagnostic Model Profile. The | nst ancel D property will be set to a value of "
DMTF: Di agnosti csProfil e-2.0.0a". The Regi st er edOr gani zat i on property will be set to a value of "2"
(DMTF). The Regi st er edNane property will be set to a value of "Diagnostics Profile". The Regi st er edVer si on
property will be set to a value of "2. 0. 0a".

Indications

An indication will be generated periodically when a serious condition exists for a particular IBM High IOPS Adapter.
The WBEM provider currently supports six types of indications. They alert users of the SMI-S provider to conditions

such as imminent wearout, degradation of writability, degradation of the flashback feature, higher temperature, and
internal error states.

The indications will be instances of the FI O_Al ert | ndi cat i on class which simply specializes the
CI M Al ertlndi cation class.

The values for the properties of the FI O_Al ert | ndi cati on instances are under development and may change as
testing proceeds and feedback is received.
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FIO_AlertIndication

Property Value
I ndi cati onl dentifier See below for each type
I ndi cati onTi e Timestamp when sent

Al erti ngManagedEl enment ToMemoryPort.DevicelD=<device ID>

Al erti ngEl enent For mat CIMObjectPath (2)

Al ert Type Device Alert (5)
Percei vedSeverity See below for each type
Pr obabl eCause See below for each type

SystenCreati onC assNanme | "FIO_AlertIndication"

Syst emNane <hostname>
Provi der Nane "fiosmis"
Correl at edl ndi cati ons Not used
Descri ption Class description
O her Al ert Type Not used

O her Severity Not used

Pr obabl eCauseDescri pti on  Not used

Event I D Same as IndicationIdentifier
Onni ngEntity <vendor>

Messagel D TBD

Message TBD

MessageAr gunent s TBD

Reduced Writability Indication

The ioMemory VSL can dramatically reduce write throughput to manage device conditions such as excessive wear,
high temperature, and insufficient power. The reduced writability indication is generated while the drive is in this
mode. If the triggering condition is excessive wear, the | oMenDr yPor t health percentage will report 0% health.
Property Value
I ndicationldentifier <nfr>":"<hostname>":wite"

Percei vedSeverity Degraded/Warning (3)
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Probabl eCause Threshold Crossed (52)
Temperature Unacceptable (51)
Power Problem (30)

Read-only Indication

When the drive has reached the end-of-life, it can no longer be written to and can only be read from. The read-only
indication will be sent when this occurs. The | oMenor yPor t health percentage will continue to report 0% health

when this happens.

Property Value

I ndi cationldentifier <nfr>":"<hostnane>":read only"
Percei vedSeverity Degraded/Warning (3)

Pr obabl eCause Threshold Crossed (52)

Wearout Indication

As the drive wears out, this indication is generated as a warning when the drive health percentage drops below 10%,
before write throughput is reduced.

Property Value

I ndicationldentifier <nfr>":"<hostname>":wearout"

Per cei vedSeverity Degraded/Warning (3)

Pr obabl eCause Threshold Crossed (52)

Flashback Indication
If a catastrophic part failure degrades the effectiveness of the flashback feature, this indication will be sent.

Property Value
I ndi cationldentifier <nfr>":"<hostnane>":fl ashback"
Per cei vedSeverity Degraded/Warning (3)

Pr obabl eCause Loss of Redundancy (88)

High Temperature Indication
This indication will be sent when the temperature of the card becomes excessive.

Property Value
I ndicationldentifier <nfr>":"<hostname>":tenperature"

Per cei vedSeverity Critical (6)

IBM ioMemory VSL 2.3.10 User Guide for Linux




/, 1

Pr obabl eCause Temperature Unacceptable (51)

Error Indication
If the ioMemory VSL is in an error state the error indication will be sent.

Property Value
I ndi cationldentifier <nfr>":"<hostnane>":error"
Percei vedSeverity Major (6)

Pr obabl eCause Other (1)
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Appendix F- Documentation Permissions

The AVR boot | oader and the t r ee. h file, which ship in binary form with the driver, contain content that have the
following documentation copyright requirements:

AVR Bootloader

Copyright © 2002, 2003, 2004, 2005, 2006, 2007 Ertic B. Weddington
All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

® Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

® Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the
following disclaimer in the documentation and/or other materials provided with the distribution.

® Neither the name of the copyright holders nor the names of contributors may be used to endorse or promote
products derived from this software without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS" AND
ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE
DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR
ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES
(INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS
OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE,
EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

tree.h

Copyright 2002 Niels Provos <provos@citi.umich.edu>
All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
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following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list of conditions and the following

disclaimetr.

2. Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the
following disclaimer in the documentation and/or other materials provided with the distribution.

THIS SOFTWARE IS PROVIDED BY THE AUTHOR "AS IS" AND ANY EXPRESS OR

IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT
SHALL THE AUTHOR BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,
EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO,
PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR
BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER
IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING
IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF

SUCH DAMAGE.
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IBM Support

IBM High IOPS Adapter software and documentation are available on the web at the following address:

http://www.ibm.com/support/entry/portal /docdisplay?lndocid=MIGR-5083174.

IBM part number 81Y1047
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